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I.    INTRODUCTION AND OUTLINE 

1.1    HISTORICAL BACKGROUND 

The seventies has ushered in the era of computer communication networks that are esj-cntially networks 

of computers intercc nnected for the purpose of resource sharing. The concept of reso   je sharing, wherein 

users can access the vast software and computer hardware on a global basis is a fitting exv.msion of the time- 

sharing systems of the sixties. The unrelenting pursuit of more powerful, faster and versa iie computer capa- 

bility has resulted in the union of time-shared systems sharing each other's resources by interconnecting them 

over a network to effect a compuier communication network. 

Time-shared systems are not in the process of being phased ojt, but rather are being expanded depending 

on users need. Computer systems for airline reservations, hotel reservations, military fire control, credit check- 

ing, on-line banking and savings, etc., are in effect groups of remote terminals feeding a central processor, where 

each CPU is dedicated to a particular problem. The quest for bigger, faster, and more reliable computers is 

asymptotically bounded by the speed jf an election thru a conductoi, hence, CPU access times or cycle times 

in nano-seconds is the upper limit and physical size of the computer becomes somewhat h?oot. 

Space technology paved the way for miniaturization :md high reliability by virtue of micro logic. The 

direct consequence of micro logic in the computer field was the mini-computer; this increased considerably 

the volume of computers along with their associated users and subsequently increased the demand for software. 

The demand for more sophisticated software, taxed the capability of the mini-computer; hence another bound- 

ary was being approached, that being a given compute» complex u   Id only be efficient for certain classes of 

problems, whether the complex was made up of mini or maxi computers or a combination of both. The prob- 

lem of effecting a compuier facility with maximum throughput, minimum cost, high reliability, remote acces- 

sing, computational versatility, computational efficiency, etc , was rapidly approaching an impasse. Dr. L. G. 

Roberts[R067Jwas initiating the concept that existing computer systems could be better utilized when inter- 

connected in a network so that the resources(harilware, software, and data) could be shared. 

The construction of a compute; network enabled each computer system oriented to some specialized 

effort to be interconnected on a network, but each system maintains its autonomy. The result of this inter- 

connecting of computer systems saves duplication of effort and hopefully minimizes cost to the user, while 

maximizing his computational efficiency. 

The computer commuuication network while heralding in the era of resource sharing brings with it many 

new problems associated with computer networks. Computer network problems reduce essentially to the prob- 

lem of moving messagJS from source5 to destination D in a minimum time frame (error free) and is very simi- 

lar t< a transportation or traveling salesman problem. 
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Tht• ~ompult'J lll'IWork should look lr:wsparent to the inJividuul computer system :md JHO\ide the 

nt·c~·ssary mess:t~c handling capability required to trmtsmit and insure rapid delivery of error free message!~ 

hum sotllt't' to dcsrirwtion. Since computer nt•rworks arc not fully corurc,.ted for economic consideration, 

llll'lt' cxi~ts a rt•quirt•ment for storing and forwarding of messages between relay nodes within the network 

and as a cunsequt•nce a routin~ str:rlegy for rapid delivery of messages that can adapt to network traff!c load!~ 
• or hlocka~c must be establishell. Thus, the problem, simply staled but not simply solved, is the storing and 

fur wardi11g of'me~sagt·~ (pack!.' h) along some given network configura I ion. 

A historicalrt•vil'w 1.1' rlrt• ,•vuhllionof compurer networks is conrai11ed in the work by J.'uJtz jFU721 

a11d \:liS hrhlitl~raphy I NBS7J J. lr will suffice for the J>rl.'scnt to usc I hi.' definition hy Cole j('07 I J for a 

'\'Uil!Jllllt'l llt'twork": "A comptllt•r nerwork is a set of' illtt•rconnectcd processors which c:111 he uti!i.,ed joi11t· 

I~ ill a pr11ducriw rtl:llllll'r, hur w11idr nornwlly arc corrrrolbl hy scpararc operating sysrems, and can perform 

ir1 :111 atrltlllllllltlll' lll:tllllt'r." 

lhl' all:rlyllt' lrl.':!lntt:nl ol slodr:r~rrc flow of rn~:s~:11~t' trafTit.: in connected rretworks of communication 

l.'•:rllcl~ wa~ •nudil'd hy Kkir11nd, IKI.It·IJ. Kk1nro~·k C~tll~idcrcl: 1 clworks tl1at were clrannckapacity limited, 

a11d l1i~ llll'asurt: ,,j' p~·llolfllan~·l· w:1' t:d,\'11 to h•: rlr\' avcra!'l' dl'lay l'r,colllttert•d by a message in passing through 

tlr~· IlL'!. I k addl\'\\r:d qu~:,ti1111~ 1wr Llilllll)' '" tlrL' ;"~WIIntt:llt of clr:rnnt:l capacities, effect of' priority tlisciplinc, 

dt~lk~· ol'rtHIIinr~ pro(,•dlllt', :rrHI dl'\1)'11 •tl topol•';'rc.rl \llll,.·r:rrl~. ,\Jtlrougll Kleinrnck's iniri:rl d'forts preceded 

JliC\l'lrl d.r: ~·olltJHII\'1 lid work~. lri' l'•'III:Cph ;,,. tlrl' h.r'•l' lor nh1st analytrc studies in this area. Tire systt:mto 

w!Ji~·lr IlL· dirl'l'tL•d Iris tL'l.'iJniqrJ''' Wl'll' ;'''"~·r:rll'd \\:lh tlrl' automatic telegraph switdrin~ system ofWestCPl 

li11io11 1'11· Aul·lllt'l'lnilllar: tl:rllrt·I\'I.R~.'"'· 

Kkiruud, 11~\·d rlrv dr.,~·rplllll' '" tlr~· l';lll) JIIVt·,ti;•att~r~ of queut:ing processes, Johannsen,1 blang jBH04XJ 

a11d flllllll'loll\ olllt'l ~,·orrtllhutur~ to tlll' t•arly dt:vclopnll'llt of queueing theory (Molina IM022, 27j allll O'Dell 

10 · IJ~0.2 7J ) and i11corpor a red 1 lrt:~c disdplincs :rlong wi lh modern day researchers (sec Klein rock I K LM J for 

l'urrlrt.·r lhrirrg) ro ''"d) cnmnllrrricalinn 111:1~. I lh eff'o1 b arc rwrahlt: in establishing some of' the rn:rthernati.,;ul 

r:rlinll:rl~.· t;st•d illt'Valuarirw ~.:orttlllllllicirlion rr~:rworks. 

TIJ~· wor J.; o I' t lrt• Rand C'o1 pora 1 iorr 111 a scr ks of lllt'lllor :rr11l:r 1 i lied "On Distributed Co:nrnunic:ll ions to 

:r l.ow-l>;rt;l·l<;lll.' Milil:rr y Corlllllalld and Conrrol Sy~l~'lll" was primarily the work of Baran I BA64A·ti411j. 

Otlw1 cor1trrhttror~ in llrt: l~:r11d ''"dy w~re Boehm I BOM i and Smith ISMM I and Ill~ lrritlatlon ol' store· 

·:rrrd-l"rw:11d rrrt•ssagt· -.witclrt:d di)'ir:rl lll'lworks. '11ris scrk~ ol' 111ernoranda hrouglrt our Baran's definition 

111' :r "p:wkl'r" :11•1111'. with hi~ "hor pt~l:rlo" rouring :rlgorirhm. 

'I l1e Rand sclit'' wa-. pri111:rrily inler.:sr~:d iP rlrc survival of t•ommunkalions after an artack 011 the sys· 

r~·r11. 'I h~· \t•ril'~ cnllt:l'llll'd it~;~·lf wirh srodr:rslk :rd:rptiVl' rouring II.'Chlliques that used inforru:rrion frummcs· 

,;,1•n 'l:t\\irr;· tlllotri'lt 1111~ rrt·twork to :rdju~r Willing t;rhh:s; dert•rminisric rcchniques, which usc dynamic 

1. H•·l~'fl'llll' '" .l<dr.1n11"'"\ work r;rn h1· lnund in (11rurkm1'Y1'r 4Hj, 



programming or graph-theoretic algorithms to recalculate changes in the tables from observed changes in the 

network. 

The groundwork set down in the Rand series led to the development of computer communication net- 

works, the most ambitious effort undertaken lo da^e being the Advanced Research Projects Agency (ARPA) 

Computer Network, or more simply the ARPA NET. The evolution ol this network is rather extensive ar.u 

a very good bibliography on the ARPA NET is given by Wolf (WO 73], who also gives an excellent overview of 

the ARPA network. 

The prime mover behind the creation, growth, and development of the ARPA computer system is cred- 

ited to Roberts [R067J. He indicated that existing computer systems could be more effectively utilized by 

interconnecting them in a network so that their r^jources could be shared. The idea of resource sh-'ring was 

not entirely a new concept, but ins .'ad a natural outgrowth of earlier interconnected systems, such as the 

Semi-Automatic Ground Environment (SAGE) air defense system of the fifties (Everett 57]. 

There were numerous computer-connected systems that existed prior to ARPA and are historically re- 

viev^d by Fultz [FU72J. One of the early systems was the; American Airlines SABRE Reservation System 

[PL61 j, that led to the present systems used by other airlines, hotels, etc. The need for improved military 

data communications led to the Automatic Digital Network (AUTOD'N) Communications System in 1%3 

(Millar 68|. This sy^cm depended on both line and message switching facilities with added constraints of sur- 

vivabiiity and vulnerability. 

In addition tu computer systems listed by Fultz, there is a tutorial wri J-up of four currently operating 

compuier-communicütion networks [Schwartz 72]. They include the TYMNET network, tho G.E. Information 

Services Network, the NASDAQ over-the-counter stock-quotation sys'C' i, and the Computer Sciences Infonet. 

These systems all contain some mixtur: of computers and networks and possess to various degrees the need for 

store-y ' for'Aard capability. This store-and-forward technique of sending and retrieving data as opposed to 

dedicated connections while hanu.mg data is the uniqueres    rCv mputer-communications. It should be noted 

that in the TYMNET network, they prefer to describe the function of their network as virtual line switching 

as opposed to message switching. 

Computer networks, wink solving possible cost effectiveness of computer systems by bringing massive 

hardware and software resources to users with moderate investments, also brought massive problems of network 

structure, handling and transmission of message routing procedures, and CPU protocols. This then is the chal- 

L-nge of the seventies, to extend to more users the vast computer resources on a global basis, with minimum 

cost, high reliability, remote accessing, maximum throughput, all with a minimum of effort and time for the 

user. 



1.2   PROBLEM CONSIDERED 

The intent of this research effort is to establish a tractable adaptive routing procedure applicable to 

store-and-forward computer-communication networks. The routing assignment will be on a node-to-node 

basis and will essentially be an extension of Baran's [BOEHM and BARAN 64] "hot potato" routing tech- 

nique with priority assignments. The concepts of adaptive routing are not new, but are lacking in true adapt- 

ability due to network topology changes (new links or blocked links), or the "deadly embrace" of "looping" 

as well as "ping-ponging '.    It is unlikely that there can be an all encompassing optimal routing technique for 

all netwc/k designs and all system constraints. The definition of optimal is open to debate, since it could be 

conditioned on cost, time-delay, guaranteed delivery, minimum path, maximum throughput, etc. 

The definition of optimality that will be adopted here will be in the context given under dynamic pro- 

gramming principles .s applied to optimum paths and states: 

The optim-I path from XloA has the property that, for any node Y along the path, the remainder of 

the path is the optimal path from Y to A. If we define N(X) as the set of neighbors of X connected to X by 

links, we have 

D{X) = Mm[d{X,Y)+D{Y)]. (1.1) 

YeNiX) 

The procedure will be to simulate some routing strategy for a given network topology or general class of 

n-* works and measure tfie effective adaptability of the routing, when it is compared against various perfor- 

mance measures. Performance will be measure ! on the basis of average message delay, throughput, and per- 

cent of undelivered messages. When dealing with an operational network, a measurement of average message 

delay includes such items as: queueing delays, line and node blockages, node processing delays, and message 

retransmission due to channel errors. 

The measure of performance will generally be obtained from computer simulation, since mathematical 

models do not lend themselves to analysis of network performance. This absence of a mathematical model 

to effectively evaluate a network in closed form, means one has to represent the system paiametncaily, simu- 

late the system, analyze the results, and ascertain what changes should be made. 

The major emphasis in this research will be to demonstrate how some relatively simple add-ons to already 

existing adaptive routing techniques can decrease the average message delay and correspondingly increase mes- 

sage throughput in the network. A further objective of this study will be to assess the effectj» of priori v assign- 

ment to messages that have reached some specified aging threshold while in the network and note the effects 

of such priority assignment on network performance. The technique will involve working on a node-io-node 

"Ixioping" is when a message repeatedly travels the same set of nodes. "Pinp-ponging" is where a message goes back 

and forth between the same two nodes. 



basis wühin some specific network topology and optimize the routing while attempting to minimize the hard- 

ware and software requirements at the nodes. 

1 i    OUTLINt OF THE DISSERTATION 

Chapter II is an overviev,- of routing strategies and routing classifications. Chapter III treats pnority 

assignment strategies and optimization of a defined measurement parameter, throughput factor, <(^itk) and 

how it relates to the priority threshold setting k. A closed foon solution for 0(t,k) is obtained on a 3-node 

network assuming infinite buffers and fixed routing, The problem of analytically modeling a store-and-for vard 

system with adaptive routing is also addressed in Chapter III. 

Chapter IV and V arc simulation studies on an 8-node and 19-node network respectively. The simula- 

tions are a means of verifying the performance of some selected algorithms v»ith the modifications suggested 

in this study. The adaptability of the routing algorithms were tested on undamaged and damaged networks 

of the class mentioned above. Chapter VI is a comparison of the numerical throughput factor to the simulated 

one for the 19-node ARPA network. 

1 his work is summarized in Chapter VII along with final conclusions and recommendations for future 

work. 



II.   ROUTING STRATFGIES 

An excellent overview of the basic routing problem, routing requirements, and routing classification is 

given by Fultz [FU72] and a biief summary of his efforts are worth reiterating here. 

The basics of the deterministic routing problem have been formulated mathematically and some general 

techniques exist for solutions k> some specific classes of problems which have been cited by Ford and Fulker- 

son [F02). Their solutions are associated with maximum flow problems, the Hitchcock transportation, pro- 

ject planning, and the shoitest route problem. 

The standard switched circuit communication network has a routing problem associated with finding 

free communication links that maintain a fixed path for the duratioFi of the message flow. On the other hand, 

in a message switching computer commanica'ion network, the messages must be routed under a different 

strategy. Message routing involves queueing delays due to .ne store and-forward aspects of iouting strategies. 

This class of nets utilizes message delay estimates as a means of measuring neiwork perfoimance; hence, rout- 

ing strategics arc of pniiic concern. 

General requirements for message routing can he listed in three categories. One, the routing technique 

should adapt to changes in network topology resulting from node or line failures. Second, routing strategy 

should adapt to varying source-destination traffic loads to insure minimal mcss-iL'-* delays. Third, contingency 

plans should exist for dropping u.r undelivcrable messages; i.e., messages should be dropped after some pre-set 

time lapse. 

Store-and-forward routing is in ihe same context as packet-switched networks. In either vernacular, the 

basic unit of information exchange is the "packet" and varies from 1008 to 1024 bits depending on whether 

the header is included. The ARPA system accepts messages up to 8095 bits in length and divides these into 

1008 bit packets. 

2.1     ROUTING CLASSIFICATION 

Before analyzing some of the popular routing algorithms, particularly those pertaining to adaptive tech- 

niques, it would be instructive to list the routing classification. 

It was stated previously that there were three major categories for classifying routing techniques and 

they were given by Fultz, Boehm and Mobley [B066J, along with a quick summary. Fultz's list augmented 

with the RAND series are as follows; 

A.     Deterministic Routing 

I.      Flooding 

a. All links 

b. Selective links 



2. Fixed routing 

a.      T;ib!c look-up 

3. Split traffic 

a. Optimum bifurcated 

b. Suboptimum bifurcated 

4. ideal observer (scheduling problem) 

a. Present 

b. Future 

3.      ideal routing table and shortest path 

6. Dynamic programming (soluiicn of the shortest path) 

7. Butnmenku's method (of updating shortest paths) 

B.      Stochastic Routing 

1. Random routing 

2. Lolated 

a. Local delay estimates 

b. Shortesi queue + bias 

3. Distributed 

a.       Periodic updating (nearest neighbor) 

I).      Asynchronous updating (Percolation) 

4. Baran's "hot potato" 

5. H     wards learning 

6. Negative reinforcement 

7. Bi-adaptivc 

8. Superposition 

('.       Flow Cnntrol Routing 

1. Isarithmic network 

2. Butter storage allocation schemes 

3. Special route assignment algorithms 

Any attempt to g<> into any significant detail of all the possible routing schemes in the various categories 

would be too much of an undertaking and would detract from the issu   at hand and can be found in the cited 

references. The listing is to he p keep :: J.niqucs in their proper perspective and a given routing scheme will be 

elaborated on when deemed appropiiatc lor a given discussion. 

A brief resume of some ol the routing techniques will be given next, details can be found in Fultz JFU72J 

Boehm and Moblcy |B()(^. b% oi Fultz and Kleinrock (FU7IJ. 



2.2    DETERMINISTIC ROUTING 

Deterministic routing is where the routes are selected from the network structure, based upon the mini- 

mum bme delay to reach a destination under ideal, loop-free conditions. 

2.2.1 Flooding 

Each node receiving or originating a message transmits i« over every outgoing link, after tbecking to see 

that it has not previously transmitted this same message, or that it is noi the destination, of the message. In- 

efficiency is the price paid for this technique. 

2.2.2 Selective Flooding 

Each station will transmit only over links heading in the general direction of the destination. Storage of 

tabbs at each node for the best outgoing link is the price paid by this method. In addition, if nodes and links 

are disabled, some sources and destinations would be connected only by round-about paths excluded from 

consideration by the selective flooding technique. 

2.2.3 Fixed Roi'ting 

Fixed routing specifics a unique path over a selected set of links rK^V., ...TV') for a given source node A;. 

and destination node V    This is accomplished by a table look-up from a routing table contained at each node. 

Fixed routing rcouircs completely reliable nodes and links. 

2.2.4 Sp! r Traftic 

This technique has been reported by Fultz (FU72J, and as opposed to fixed routing, allows traffic to 

flow over more than one set of paths between a given source-destination node pair. This splitf ing of traffic is 

called traffic bifurcation. The suboptimal bifurcation is used since it's more simple in structure and requires 

less computation time than the optimal. 

2.2.5      Ideal Observer 

This technique is essentially a scheduling problem. Each new packet entering the systen has its mini- 

mum route computed for the given source-destination pair. This newly computed route is based upor the 

complete present information about the packets already in the network and their known routes. If ihe ideal 

observer has information about future events, tins is also utilized in computing the route. This technique is 

more theoretical than practical, but serves as a basis for comparing other routing techniques. 

2.2.6      Ideal Routing Table and Shortest Path 

Let X, Y, and A denote arbitrary nodes in a network, and let d(X.Y) denote transit time along the link. 



If node A is the destination, the ideal routing table entry gives the shortest distance from node A to 

node /I star ting along link AT, and may be represented as a function R{X Y) of X and Y alone. If one defines 

Z^y") as the distance along the shortest path from Y to A, it follows that 

RiX.Y) = J(X.Y} + D{Y), for node A. (2.1) 

Hence, if/)(Y) is determined for all nodes Y, then one can compute the table entries R{X, Y) of the ideal 

routing table uom equation ( 2.1). The report by Boehm and Mobley (B066J elaborates on many of these 

routing procedure... 

-> -» 7 Dynamic Programming 

The dynamic programming principle of optimality states. 

The optimal path from X to.-I has the property that, lor any node Y along the path, the remain- 

der of the path is the optimal path trom )' to A. If we define \{X) as the set of neighbors of X connected to 

X b\ links, then 

/)(.Vl-Mm|(/(.V.> M/><>-;| U.2) 

Vt.V(A) 

Dynamic programming requires storing routing tables at each nude as well as a map of ihi network. Any 

changes m the net are sensed h\ neiuhhoring node> thai can communicate these changes to all other nodes. Dy- 

rvimic programming is treated in H Hainan and Dreyfus |BHL62j. 

2.2.8      Butnmenko's Method 

Butrimenko's [BU64| method o! updating the shortest path uses perturbation techniques that adjust to 

simultaneous, or near simultaneous, failures oi additions ol nodes and links. 

The Butnrnenko method checks tor possible link or node failures in the network by verifying at each 

node A' along a message's route whelhei oi not it is still the mmnnum route to take. 

2.3    STOCHASTIC KOI MM. 

Stochastic routing operates on a probabilisiic set of decision rules.  Routes are based on the actual state 

of the network or estimates ol the present slate. Stochastic routing as well as deterministic routing were ini- 

tially suggested by Bt.ehm (Bü6(ij 
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2.3.1      Random Routing 

Random routing uses a decision rule for next node to visit based on some probability distribution over 

the set of neighbor nodes. The set of nodes can be all or some selective set that are in the general direction of 

the message's destination. 

Prosser [PR52) and Klcinrock |KL64] investigated some of these random routing techniques. They con- 

cluded that although such routing may be relatively unaffected by small changes in the net structure, they were 

highly inefficient in terms of message delay. 

2.3.2 Isolated 

The source of information available for developing the delay table estimates determines whether the 

routing technique belongs to the isolated or distributed class. If the only information available to a node conies 

via packets flowing through it. then the procedure is designated as isolated, or a local delay estimate. 

Shortest queue + bus is a technique where a packet's route is selected by placing it in the shortest output 

channel queue. This technique is used in the ARPA system (Heart 70] and is extensively dealt with in Fulu's 

[FU72] work. This procedure will be further developed in section (2.().2). 

2.3.3 Distributed 

Opeiates in the same basic way as the isolated technique. In this routing »echnique, neighboring nodes 

exchange status information as regards to delay and routing information. This information exchange is accom- 

plished by special information packets; hence, routing data percolates throughout the network. 

2.3.'.      Baran's "hot potato" 

In a manner analogous to selective flooding there is a technique whereby the table ui each node has not 

only the best outgoing link for each destination, but also the second best through nth best, enumerating all n 

outgoing links. Thus an incoming message can be immediately routed out on the best available link at any 

given instant. This selection of outgoing links is culled "hot potato" routing, and was extensively investigated 

by Paul Bjran In the RAND Memoranda series (BA64A-641]. 

2.3.f       Backwards Learning 

In the report by Boehm and Mobley [BÜ66], the value of the hand-over number (//AO contained in a 

message received along the incoming link (/ /) estimated the shortest time currently necessary to go from the 

source S to the present node X. The backwards learning \ ^chnique (Used by Baran |BA64| in the "On Distrib- 

uted Communications" series) utilizes the fact that ///V also -stimates the shortest time T{SJJ) currently nec- 

essary to go from X toS, using/J as the outgoing tink(/,0). The value r(.SX/)^Lpof the routing table at X 

is then updated by a simple averaging process. 



2.3.6 Negative Reinfafccrnent 

Negative reinforcement is a class of techniques that penalizes various routing table entries by various 

amounts whenever the delay coming into a node is equal to the delay going out from said node via the same 

link. It adds some constant delay value to its old routing table values whenever this equaiuy occurs. The in- 

tent of tlris operation is to reduce the "ping-pong" effect. 

2.3.7 Bi-adaptive 

Bi-adaptivc is still a further synthesis of backwards learning and negative reinforcement, where table en- 

tries can only be increased by negative reinforcement and decreased by backward learning. 

2 .-.8      Superposition 

Superposition is the linear combination of backwards learning and negative reinforcem   it. 

2.4    FLOW CONTROL ROUTING 

Flow control routing involves techniques to coordinate the network message routing algorithm and the 

activities of the software at source and destination nodes regarding sequencing of messages, network connec- 

tivity, buffer storage allocation, etc. Flow control routing was studied and classified by FuiU [FU721. 

2.4.1      Isarithmjc Network 

Davies (DA7i j proposed the isanthmic network as a solution to the network congestion problem. He 

observed that the level of »rjffic within the network could be expressed b\ the number of packets in transit. 

His solution was to prevent congestion by placing a limit on ihe total number of packets in the network. Thus, 

he defined an "isarithmic" network as one where the total number of packets is held consu rn. The idea was 

basically to have a toed number of packets in the s) stem eitl er empt> or c irrying data. When data is removed 

from a packet an empty one is available to acquire new data. 

2.4.2      Buffer Storage Allocation Schemes 

Buffer storage allocation is the technique of coordinating network routing with that oi congestion con- 

trol algorithms to eliminate bottlenecks at the buffet queues, tffective buffer storage schemes enable high 

throughput levels for the net as well as acceptable average message delays. Buffer techniques are discussed by 

Zdgler[ZE7I]. 

2.4.3      Special Route Assignment Algorithms 

Route assignment algorithms ait- the attempts to avoid establishing instantaneous alternate ionics in 

response to rapid changes in traffic flow within the network. They control the rate at which traffic is allowed 
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to increase on paths in a net and the interval before additional alternate routes are established. This subject 

has been investigated by Fultz [FÜ72J, Kahn and Crowther 1KA71J and Frank, et al [FR72J. 

2.5 ADAFFIVt ROUTING 

The present day concept of adaptive routing can probably be attributed to the RAND memorandum by 

Boehm and Mobley (B067J. Their objective was to reroute messages in a military communication system where 

tJit lines of communication had been damaged or destroyed. They were investigating an effective adaptive 

routing technique that would adjust the routing tables of the message-switching control system to a changing 

network topology. Present day computer communication networks need to employ the same adaptive rout- 

ing strategies, nut for safeguarding against attack, but for keeping data from getting blocked at overloaded 

nodes. 

Summarizing the previous sections we can say that adaptive routing techniques fall into two basic classes: 

I) Stochastic techniques that estimate the time required to reach a destination from observa Jons of messages 

passing through nodes, and 2' deterministic techniques that compute the time required to reach a destination 

under ideal conditions based on network structure. Fu.t/ lis's a third technique, called flow control routing 

that incorporates butter storage allocation schemes and special route assignment algorithms. 

Routing requirements lor packet switched networks can be listed briefly as follows: 

1. Message routing should insure rapid and error-free delivery of messages. 

2. The routing strategy should adapt to changes in the network topology resulting from node 

and communication link failures. 

3. The routing technique should jdap: to varying source-destination traffic loads. 

4. Packets should be routed around nodes that are congested or temporarily blocked due to full 

storage. 

5. Packets should be routed to thJr destinations via the fewest intermediate nodes. 

6. A technique for detecting "loops and ping-ponging" should be incorporated in »he routing 

strategy. 

7. The routing technique should he as simple as possible to minimize hardware and software 

requirements a( each node. 

2.6 ROUTING SCI NARIOS COMPARED \U THIS RESEARCH 

The following algorithms are briefly outlined along with their associated acronyms. The ov dines are 

intentionally brief, since there are ample references cited in this and previous sections. 

Routing tables are initially calculated by computing the r.jiimum path matrix on an empty network. 

Floyd's algorithm (FL062] is generally used to solve the shortest paths for setting up the node delay tables. 

(Frank 711 has developed a computationally more efficient routing matrix that the author claims would yield 
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a near optimal r juting strategy.* These initializing algorithms would be essentially optimum if the network 

either did not become too congested and there were no changes in net topology due to link or node failures. 

In all cases of iouting the following specifications should serve as a guide. 

1. Route selection should be independently performed at each node, based on nearest neighbor 

information and traffic patter' m the immediate area. 

2. Individual routing should be globally sensible. 

3. Updating should be conditioned on queue size at the next best nodes; i.e., update if traffic 

(messages) start to overflow at a given queue. 

4. Paths with fewest nodes to destination should be considered first. 

2.6.1      ARPA Routing Strategy 

The ARPA network utilizes Inter Message Processors (IMF's) that are autonomous to the system. Each 

IMP maintains its own routing table that it updates every half second using nearest neighbor estimates of delay 

to each destination. ARPA routing is adaptive, although it is not optimal. There is also an instability in the 

ARPA system caused by such things as node A routes messages to node C via node li and B believes the best 

path to C is via node A. This instability in routing is generally called ping-pong effect and in th.  example would 

be ping-ponging between nodes/I and li. 

The routing algorithm directs each packet to its destination along a path lor which the total estimated 

transit time is minimum [Heart 70]. This path is nni determined in advance; instead, each IMP individually 

decides which of its output lines should transmit a packet addressed to another destination. The selection is 

made by a relatively fast and simple lookup procedure, where, for each possible destination, an entry in tue 

table designates the appropriate next leg. These entries reflect line or IMP trouble, traffic congestion, and cur- 

rent subnet connectivity. This routing table is updated cverj, halt second as follows: 

Each IMP estimates the delay u expects a packet to encounter in reaching every possible destination ovei 

all of its output lines. The minimum delay estimate is selected foi each destination and periodically (about 

twice a second) passes these estimates to its immediate neighbors.  I ach IMP then constructs its own routing 

table by combining its neighbors' estimates with its own estimates of delay to that neighbor. The estimated 

delay to each neighbor is based on both queue lengths and recent performance ol the connecting communica- 

tion network. For each destination, the table is then made to specify that selected output line for which the 

sum of the estimated delay to the neighbor plus the neighbor's smallest delay, is a minimum for a given 

destination. 

The routing table is consistently and dynamically updated to adjust tot changing conditions in the net- 

work. This essentially makes the system adaptive to fluctuations of line traffic, IMPS, and congestion.  It is 

Optimal routing JS used in this stuih implies routinj; ih.it mmimiAs thv avurape mewage dciay. 
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not necessary for an IMP to know the topology ot" the network. Indeed, an IMP need not know the identity 

of its immediate neighbors. Tins enables the leased circuits to be reconfigured to a new topology without 

requiring any changes to the IMP's. 

In the ARPA network the basic unit of information passed between any pair of nodes is called a "packet" 

with maximum size of approximately 1000 bits. Messages that originate at a HOST computer (any number of 

large computers serving the ARPA net are called HOST) have a maximum length of approximately 8000 bits. 

The IMP breaks these large message packets into 1000-bit segments or packets. These packets are then handled 

by the network as independent entities mtil they reach their destination node. Packets of a multi-packet mes- 

sage have headers associated Wi»h them for error checking, how many packets in a message and their ordering, 

and what then destination node is. When packets reach their destination node, they are reassembled before 

transferring to the destination HOST. Single packet messages are given higher priority than multipackci mes- 

sages so that the network can support interactive users. 

2.6.2      Shortest Queue + Bias <• PerioUjc Updating {SQ + B + PVD) 

The ARPA system uses an algorithm for routing called shortest queue + bias + periodic updating 

\SIJ + li + PUD). This scheme uses minimum delay vectors to propagate from node to node any changes in 

the system.  The routing strategy uses a combination of the present table entries and queue lengths at the node 

to choose the "best"' outgoing link, and its scenario is as follows: 

For each point in lime, calculate minimum time delay (vector) to gj from say node / to node 7; i.e.. 

Min (/./)(Fig. 2.1). 

Node / will ask all of its neighboring nodes & what is their min. delay vector; i.e.. (K J). 

All A'/s are connected directly to 

/, but not necessarily to/ 

Fig, 2.1     5 Node network 

Take minimum of all neighboring nodes A^ ;md this establishes the following: 

Min (/./) = Minj(A'.,y) + t(/.A;) + ^(/A^l  • (2.3) 



where 

and 

(A'J) = path length from node A'^. to node ./, 

ß(/, A'.) - link time from node / to node A'., 

Q{I ,K.) - queue length at node / on output link to node A^. 

A '- a neighboring node ol /. 

New routing table now uses the new delay values 
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Ar= |(A/./) + 8(7.^)1 (2.4) 

Hence, the new routing table becomes: 

A,       A'      --A- 

At,     At,   —M„ 

(2.5) 

The next node Kv is chosen such that 

Ö(/,A'K) + A/g = Min \QiIMi) + Ar j (2.6) 

Hence 

Min (/,/) = 50 + Ä + mi). (2.7) 

2.6.3      Preas -ned Links (PAL) 

Preassigned links (PAL) is a technique where outgoing links for incoming messages (either external or 

internal) are assigned as soon as messages get on the queue, i.e., buffer storage.  Outgoing links are chosen 

from the routing tables; hence, for no updating, link assignment if fixed routing.   When updating is em- 

ployed, link assignments change according to what constitutes the new minimal path. 
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It would t^Jce considerably more programming to check mefsages in queue and to recalculate 

optimum path, than it takes to check available outgoing links against those messages that have that link 

assignment. 

2.6.4     Backwards Learning (BL) 

In the report by Boehm and Mobley [B066], »he value of the hand-over number (HN) contained in 

a message received along the incoming link (LI) estimated the shortest lime currently necessary to go from 

the source S to the present node X.  The backwards learning technique (uied by Baran in the •'On Distrib- 

uted Communications" scries) utilizes the fact that HN also estimates the shortest time T{S, LI) currently 

necessary to go from X to 5, using LI as th- outgoing link (LO).  The value 7\S, Lr)0l D of the routing 

table at X is ihen updated by a simple averaging process; 

nS.LP^w  •  n^/JoLD  ♦   lAX/ZA^)]   •   [/W-roL (2.8) 

wlu-re 

KiHN-Tt) = 
kj, if//A' r0  < 0 =» learning constant 

k2, if/Z/V-ro  > 0 =» forgetting constant, 

and 

0 K kvk2  <  \. 

«he new estimate becomes a certain fraction A'(0 < A'  <  I) of the value between the old and 

the current HN. This procedure includes a "learning constint" k», used to decrease T{S, J.I){), and a 

"forgetting constant kj» used to increase it.  If more sophisticated statistical estimations arc employed, 

these would require extra information on each uble entry, thus increasing the computer cycle requirement 

at each node and defeating the simplicity strived for in this study. 

Backwards learning (BL) is then defined as: 

rN - r0 ♦ K[HN-T0\, (2.9) 

where 
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The major disadvantages of the backwards learning technique are that it utilizes no direct informa- 

tion on the progress of messages through the system, and the indirect information supplied by tire above- 

mentioned method is often inadequate or misleading.  BL updates towai i S and not toward D, and in 

cases where there is node failure either due to hardware or softv/are failure, BL will not adjust to these 

new constraints and looping will occur or "ping-ponging" between nodes until the message has reached 

its maximum time to be in the system and is subsequently discarded.  "Ping-ponging" occurs whenever 

LI = LO. 

NOTE: HN is the actual time of message transit from point 5 to A' and TQ is value in table at 

Xx to go from X to S. 

16.5     Negative Reinforcement (NR) 

In tlv following topology, if in going from node S to node D via J, and message is then sent back 

from 7 to / (Fig. 2 2), the new table vaiae at J becomes 

T^{J.I,D) =  TQ{JJ,D) +   2C(/,/) (2.10) 

and at node / 

Tn{IJ.D) =   TQ{I,J,D) +  2ß(/,/). (2.il) 

Thus NR penalizes various routing table elements whenever LI = LO. 

The disadvantage of negative reinforcement is that it lias no way of adjusting to improvements, such 

as replacement of a damaged link or the creation of a new link. Routing table entries could have little or 

no relation to the actual transmission times between nodes. 

t ig. 2.2 - 6 Node Network 
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2.6.6 Superposition (SP) 

Superposition * Backward Learning and Negative Reinforcement. This would be equation (2.9) 

used in combination with equations (?.10) and (2.11), where the latter two equations are used to offset 

"ping-ponging." 

2.6.7 Bi Adaptive (BA) 

Bi Adaptive => Backward Learning and Negative Reinforcement, such that in equation (2.8) 

/kj = 1/2, 1/3., 1/4, etc. (some assigned value) andK2 = 0. 

2.6.8 No Updating (NU) 

On a lightly loaded net the ideal routing tables would be essentially optimum routing.  The no 

updating routine (NU) was used to evaluate the performance of other routing algorithms. 

2.6.9 Dynamic Programming (DY) 

This programming technique is analogous to th. "ideal" observer and assumes that its knowledge of 

what links and/or nodes are inoperable does not change. With this quasi all encompassing overview of the 

network, this fvpe of programming should yield the optimum path from jn> source S to any destination 

D via any intennediUe nodes iV. with a minimum time delay. 

2.6.10 Last M Nodes Visited (LMNV) 

LMNV is i technique in the program routing strategy to prevent the message from returning to the 

last node it has visited.  This scheme can be extended to include the last M nodes visited {M = 1, 2,..., A') 

and will be designated as (LMNV).   Preventing messages from taking routes previously visited, is intended 

to reduce message transit time by cutti ig out the "looping" or "ping-pong" effects. 

2.6.11 Best Three Links (BTL) 

There is a tag associated with each' message such that when it is prevented from taking the last node 

visited, it will be given an option to take one of three best links from a given node Ni towards its 

destination node D. The use of last M nodes visited (LMNV) and best three links (BTL) are generally 

used topeiher in the progr; nming.  If the message becomes trapped in the network where it can't proceed 

without backtracking over previous routes, it may be "killed" or discarded from 'he network and tallied 

as an undelivered message.  The point at which it is discarded from the net is determined by a clocking 
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mechanism* that keeps a tally of how long a given message has been in the system and when this tally 

leaches some prescribed ^örMAX and the message has not been delivered, then it is discarded from the 

system. 

2.6.12    Priority Assignment Based on Threshold (km) 

An aging parameter has been incorporated in the program whereby after a message has reached some 

percentage of MDT^iAX it is given a priority while in the queue so that it can be dispatched througli the 

network on a priority basis.  Once a message has been upgraded to a priority level it continues to have 

this priority at all succeeding nodes.  The priority assignment is non-preemptive, in that a message being 

serviced at a given node will continue to be serviced until completion, regardless of its priority status. 

Note also that messages are not generated with a priority, they are only upgraded to a priority after having 

spent some time X% of M)rMAX in the system (DT  > km). 

The idea behind the upgrading or priority assignment is to enhance the delivery of messages already 

in the system.  Messages already in the system represent some investment as regards to time, servicing, and 

use of system capacity.  Once this investment has been made it would be desirable to expedite the handling 

of such messages when they become stalled in the network, due to looping, congestion at various nodes, 

etc.  The level of setting the priority threshold km will be accomplished by simulation and ascertaining 

where message throughput peaks when network loading p increases, i.e., what level of thresholding is 

necessary to peak the throughput and minimize the time delay. 

2.6.13    MODl 

The routines associated with last M nodes visited (LNMV) and best three links (BTL) will be desig- 

nated as modification sub one (MOD*). 

2.6. i 4   MOD]   +   50% 

When the aging parameter that sets up priorities is included with any programming routine, it will be 

added on as some percentage; thus MOD^ + 50% indicated that an aging parameter of k = 50% was used. 

it should be noted here that the techniques of preassigned links (PAL), MOD., and MOD. + 50% 

are strategies being offered in this study to improve existing routing algorithms.  Further, these relatively 

simple add-ons are essentially asynchronous and serve as congestion control and as devices for "unblocking" 

heavily loaded networks.  The effectiveness of the above mentioned scher ?s, as regards to minimizing the 

average message delay while increasing total message throughput, will be demonstr?ted in the simulation 

runs of Chapters IV and V. 

*        Clocking is not synchronous, but is a numerical inorcmenlation inven to each packet in the system dturing every 
operational cycle of the simulation inutine. 
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III.    PRIORITY ASSIGNMENT STRATEGIES 

The analysis of queueing theory is essentially derived from probability theory and as such, queueing 

theory concerns itself with congestion due to random flows. The parameters of concern in a queueing 

system differ according to how the queues in a system are structured and the mode of operation of such 

systems. The general lack of knowledge of the system specifications renders extensive analysis to be 

almost intractable except for a few idealized systems. The limitations on the analysis is directly due to 

limitations of the mathematics itself. The system can't be completely specified due to no systematic 

analytic modeling and the analytical modeling has to bt too restrictive if it is to be solved.  The conse- 

quence of this dilemma results with the mathematical modeling of physically unrealizable systems. 

This chapter attempts to bring into focus some of the standard analysis applicable to a two-class 

priority network. The analysis addresses the procedures for establishing the priority threshold and its 

subsequent effect on the network as regard to message delay and message throughput. 

A review of queueing theory along with some of the standard queueing formulations are given in 

Appendix A. 

3 1    PRIORITY QUEUES 

The subject of priorities needs to be fur.i.er investigated due to the special effects of assigning such 

priorities and the unusual impact such assignments have on the analysis problem.  Priority queueing assumes 

that the class of messages now arriving at a given service facility, need special handling either within the 

queue or with their service requirements.  The priority classification can be established with some parameter 

p{\,2,...,k), where 1 denotes the class with highest priority and k the lowest.  The discipline by which 

a server selects the next message and serves it is termed the "priority discipline." The decision rules where- 

by any priority scheme must act on are generally covered by the following rules: 

A. Whether the server continues or discontinues the servicing of a message already being serviced. 

B. What message should be next selected once the server is free to take one. 

The service selection may be made exogenously, i.e., dependent only upon knowledge of priority 

class to which a message belongs.  Alternatively, the service selection may be endogenov.sly, i.e., the deci- 

sion could be based on the existing state of the system, such as type of message last serviced or the 

waiting time of the messages.  Endogenous priority disciplines are the least known disciplines and are 

seldom treated in the literature; it is this class that we attempt to analyze later in this Chapter. 
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With^xogenous priority disciplines the decision rule for servicing the next message depends only upon its 

priority class.  A message of the i{   class if present is always taken for service before a unit of the /    class 

(/ < /).  In the event a message of the /!   class is in service and a message of /    class (/ < /) arrives, further 

alternatives may be invoked. 

A. Preemptive:  The service of the/     class message is immediately interrupted and the service is 

given the i     class message. 

B. Non-preemptive:   The service of the /     class :.iessage is continued to completion. 

In this study, there will he no preemption; hence, no further discussions upon the manner by which 

the /th class message is serviced on its re-entry, need be further examined.  Service discipline for any class 

will be on a first «come-first served (FCFS) basis and is the same as first-in-first-out (FIFO), where both 

systems are servicing the oldest message (in the queue) first.  Jiunn Hsu [HSTl] gives an overview of some 

of the standard service disciplines.  James Martin jMA72| gives a very comprehensive treatment of tjueueing 

effects related to the design and analysis of data transmission systems. 

There will be only two types of systems addressed in this report.  The Poisson input, exponential 

service, and single-server {M/M/\) or the Poisson input, general service, and single-server (AZ/G'/l).   The 

notation of A/ is for the- memoryless Markovian process and this is indicative to Poisson or exponential 

distributions. 

3.2    WAITING T1MI DISTRIBUTION IN A TWO (LASS PRIORITY SYSTEM 

In Appendix A the waiting time distribution for the steady state single class queue was given by 

Eq. (A.16).   The problem here is to obtain the waiting-time distribution in a two class priority system. 

We shouid like to avoid attempting to solve what could be a very difficult queueing problem.  The 

intent here is to use some of the already existing theory to get an approximation of what to expect when 

the simulation is performed. Miller |M159] made some very significant coniributions in his study of 

"Priority Queues." He solved the waiting-time distribution for a two class priority in a head-of-the-line 

priority queue. His analysis dealt with the M/M/\ and M/G/\ single server system. 

Kestcn and Runnenburg [KES57| have derived a generalized characterization for the Laplace trans- 

form of the steady state waiting-time distribution of a K class priority system. Their efforts have been 

duly referenced by most writers investigating priority queues.   Although Kesten and Runnenburg devel- 

oped what appears to be a very informative piece of theoretical analysis, they apparently made an error 

when taking the inverse for the two priority class case. 

In 1965 a group of researchers at Stanford Research Institute [NEE65| noted, and corrected the 

error on the inversion formula of Kesten and Runnenburg.  The waiting-time distribution for the priority 

case  as given by Kesten and Runnenburg becomes (/   >  0): 

H, it)  =   l-A^rexp J 1 [ .P  <   1 (3.!) 
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where the service distributions for both priority classes are equal and given by 

F^x) = F2(x) =   l-exp(-Jc/Ai). (3.2) 

The corrected waiting-time distribution for the non-priority class for the same service distribution 

is given by [NEE65], 

//,(>/)  = i-e ^  +   f    f(r)dr,fojp2  > p. (3.3a) 
P-P, 2*   J^ 

1-P    ^2 , 
= —   f    /(r)^, forp2  < p    , 

2n    J * 
(3.3b) 

al 

where 

P  =   X/p . 

Pj= x,^,. 

a  =   |(p-pt)(l-p))/p*i, 
al= (1VpT )2^' 
a2= (l+ypj" )2P' 
/(r)' f'tjiOLfr)(^"j)/r(r-a), 

and 

//j (/) =  //? (f), for the single-class case. 

Since both distributions are for exponential head-of-the-line priority queueing system, the analytic 

model will be for a M/M/\ system. The inversion formula for the M/G/l system is not available in the 

literature and its solution would be too esoteric for this discussion and would not be any more informa- 

tive than the M/M/\ analysis.  R. H, Davis [DA65] has developed an explicit formula for (he waiting- 

time distribution of any number of parallel, negative-exponential servers subject to Poisson demands from 

any number of priority classes. 
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3.3    PRiORH Y ASSIGNMENTS 

The priority assignment will be based on how long a message has been in the system, such that when 

Pr (wait \r\Q  > T) the message is given a priority.   There will be only two classes of messages; those of 

priority (p ~ 1) and those without iß - 2).  The probability that a message reaches some age T and is given 

a priority will be established from the "waiting time" distribution.* 

The priority process to be considered in this study will be of the M(Gj\ type, where the service dis- 

tribution is a constant.  The constant service distribution is a result of all messages bein^ of equal length 

and having identical service requirements.  The constant server requires analysis by the Imbedded Markov 

chain.  Also, the analysis for a priority process has some additional difficulties, since the slate description 

has to incorporate information about each priority class, and thus becomes multidimensional. 

The waiting-time distributions for a M/M/\ system will be used to get an analytic approximation to 

the M;G/\ simulation. 

The selection of priority assignments in this investigation is based upon the Waiting-time distribution 

as opposed to service-time distribution.   Numerous authors have addressed the problem of priority selection 

based o.i minimum service lime (e.g.. [Phipps 56|. [Jackson 60 and (V2). and [Morse 5H|).  Cole [COTi] 

based his priority selection upon message length, yielding the same results as a selection based on service 

time. 

Conway. et al [CONfc?) asserts that the optimal priority assignment tor different service time require- 

ments would be: 

F(Pk)    ^   E{P2)   ^       /.(AM 

where 

P.    -   random variable for service-time of a kx^ class message, 

u.   -   some linear cost or other weighting factor associated 

with the waiting-time for messages of A,th class. 

Cox and Smith {Coxolj assert there is some distinction to be made regarding a message's queucing- 

time and its waiting-time. The former being the time from his entering the system to the instant at which 

his service begins, and the latter is the time T.um entering the system to the instant at which his service is 

completed.  Waiting-time equals queueing lime plus service time.   In many systems qucueing-time and 

service-time are statistically independent, allowing one to obtain properties of waiting time from those of 

queueing*time, and vice-versa. 

* [Cole 71) investigated the case where priority assuinmcnt was ha^d or, message length dptrihulion. 
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Message's queueing time or waiting-tune are of direct interest when there is an economic loss 

(message expires) if it is kept queueing. The effect of too long a delay either quereing or waiting results 

in giving a priority assignment to a message once it has been in the system more than km lime units. The 

effect of this priority assignment will hopefully expedite delivery of messages that have already spent 

ample time in the system. 

The introduction of a priority system of any form has no effect on the proportion of time for 

which the server is busy. This is solely determined by the total service-time of the messages arriving over a 

long period. 

The priority assignment will be designated as p (*) and defined as 

p{k) = PriDj   > kMDTMAX), 0  < *  <   1 , (3.5) 

where 

Dj   -   total average message delay • 

k     -  priority threshold setting. 

3.4    MINIMIZING THE AVERAGE MESSAGE DELAY 

The average message delay, as has been suggested earlier, is one of the essential measurements 

deemed of vital importance in a store-and-forward communication system.  The work of Cobham |COB54) 

formulates the equation for finding the expected waitirg time for messages of each priority level of a single- 

channel (unsaturated) wailing line system.  His general equation as would apply to an exogenous priority 

discipline has the form 

^ =^-x / '2^(0/(I-VJKI-V. (3-6) 

where 

N 
p.  =   Xj/ji.  and  X  = ^  X. , 

1 
k 

1 
N 

Bit) = (l/X) £ X^Cf). 
I 
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BAt) is the cumulative service time distribution function for the /th priority. Thus for a two class 

priority system (/? = 1,2), the average message delay for the priority {p - \) message becomes 

^1   •  ^o^1"^)' W 

where 

Wo  -  -L\     f    t2 dB {[) s  average time to complete 
0 existing service. 

For the non-priority {p = 2) messages, the delay is 

When priority assignments are established within the system, then the priority message rate becomes: 

\   = Pik)\, (3.9) 

where p (k) is given by Eq. (3.5), and the non-priority message rate is 

\2   =  X(\-pik)). (3.10) 

The unconditional delay at an arbitrary node becomes: 

w= r{k)Wl + (\-p(k):w2 (3.11) 

\-pik)p 

i-p 

where 

I-P, 
.P <   1 

1-p  =   l-p,^ • 

In this investigation, all messages while assumed to be independent and arc of equal length, nence 

have equal servicing. When m = ^ ^* ^^ ^ *s rc^uce^ t0 

W =   W{FCFS). (3.12) 
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It appears at first glance that Eq. (3.11) cannot be minimized by some optimal selection of k in 

establishing the p {k) term. Subsequent developmtMs will bear out that the average message delay can be 

reduced over the entire network, but cannot be directly assessed from the single node formulation given 

by (3.11). 

The average message delay over the network is a function of the routing procedures, network utili- 

zation factor p, and network topology.  Th: allowance of an adaptive routing procedure vs fixed routing, 

makes the indirect effects of priority assignment mathematically intractable; however, there is a technique 

to analytically assess the effect of priority assignment designated as the throughput factor. 

3.5    THROUGHPUT FACTOR 0 (/. k) 

The thrc jghput factor 0 (/, k) will be defined as the ratio of the delivered messages to the total 

number of messages handled by the network.  Messages finding 'he queue full (balking) will not he 

included.  It is desired to obtain the optimum value of * that maximizes 0(/, k) for all p < 1. 

\ closed form expression containing the parameters of interest can be obtained from a simplified 

network. Fig. (3.1) represents the 3-node tandem network under consideration. Non-priority messages with 

lengths drawn from an exponential distribution with mean p - 1, will arrive at nodes M and S at rates 

X,' and X^' respectively.  It is assumed that the inter-arrival times of messages at cither node are indepen- 

dent. 

x2 X, 

S M D 

Fig, 3.1 - Three Node Tandem Net 

We will assume that 1/2 of A2' messages have Af as a destination, and the remaining half have D as 

a destination. We desire to see what messages coming into M have Z) as a destination. 

Neglecting the actual servicing, the probability that when a message leaves node S it is a priority 

message is given by 

p{k} = Pr{kMDTMAX<t<MDTMAX),0 < *  <   1 (3.13) 

and using the distribution given by Fq. (3.1), we get 

p(k) * Xj'exp j-(l-X2')A7W|-X2'exp j-d-Xj^m}. (3.14) 
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We define another variable called the "geriatrics" factor g (m), as the probability of a message with 

source S and destination D, expires before it reaches M. 

Then 

g{m) = Pr(t > MDT^y) , (3.15) 

and since all messages into node S have no priority, we can use //j (t) as the distribution for a single class 

system, i.e., let p, = 0.   Hence Eq. (3.15) becomes: 

g(m) =   l-Z/jCm) - X2V
(1'X2)"?- (3.16) 

Hq, (3.16) shows that g(m) is a function of the maximum delay time m and message rate A,/ at 

node S.  Further g(ni) is not a function of the threshold parameter k, but effects the initial rale of un- 

delivered messages as a function of m and X '.  We note that 

p(k) + gim) <   1 , (3.17) 

this completes the analysis at node 5. 

At the second node M, the following variables are defined: 

X.'   s arrival rate of new external messages at node M 

pik) X,'/2   - arrival rate of internal priority messages at node M      (3.18) 

(1 - f){k) - g (m) )X,72   = arrival rate of non-priority messages at node M 

The non-priority message rate is designated by X2 and given by 

A2  = (l-/MA')-£(m))X272  +  X/ (3.19) 

and the priority message rate is designated by X. and expressed as 

X,   = p(*)X2'/2. (3.20) 
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The total arrival rate X of messages into M becomes 

X • {\-p{k)-g{m))\2
,/2 ♦ X/ i  pik)\2'/2 

= X2'/2 - ^m)X272 + X/ . (3.21) 

We further note that when the selection of m and the corresponding value of X^ is such that 

^m)X272 *  0. 

then (3.22) 

X * X^/l fX/. 

The network flow pattern is as shown in Fig. (3.2). To calculate the probability that a message 

entering at node M is undelivered at node Dt three cases must ot considered. 

internal N »      C™* 
A«      f external 

Pf'or,tv . '      I messages 

Xo ~ P(k)X .   / 

S' ^^M 

average ^T    ». [H-pikl^lmDXj' /2! 
number of >        ^^v^ 
non-prioritv interna, ",n 

priority di 

fig. 3.2 - Flow Pattern in a 3 Node Net 

Case I 

Messages that arrived from an external source or from node S that had no wait at node S. 

We define the following random variables that J»re assumed to be independent 

T. «  time spent at node S 

T2-  time spent at node A/ (3.23) 

r « r. + ^2 = tota' t"1ie sPent 'n ^e system- 
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From probability theory [PARZEN 62) we can express the folJowirg conditional probability of a 

random even! A, given a random variable X by the Stieltjes integral as 

P{A) =    f__Pr(A\X = x) dFx {x) . (3.24) 

then 

P{A) = Pr{T > m) =    ^Jx{t)dF1  (/) , 

where (3.25) 

px(t) = PriT > mir, =0). 

and 

^(o-l?'<°. ■l"    il ,;>0'fürany";a"' 

Thus, the probability that a message expires before reaching D given that it had no wait ai node S 

becomes: 

P{A)  = Pr(T2  > m) (3.26) 

=  1 - //2 (w) 

since 

T  -   T2 for 7\   =  0 , 

//- (0 is tlie waiting-tim; distribution of the non-priority messages in an exponential FCFS priority 

queueing system and is given by Eqs. (3.3a) and (3.3b).  Hence Eo. (3.26) becomes: 

2 _ J 
P-P, 

P{A) - (3.27) 
' / , for p2   < p. 
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where 

/ ■ —   J    e rt ^-^{r-OL^Irir-^dr 
al 

a = (P-P^d ~P)/P, (3.28) 

a2= (^Al)2 

Case 2 

Priority messages coming into node M. 

Using the conditional probability given in Eq. (3.24) we define P{B) as 

P{B) = Pr{T > «) =  X-    P2</)£//rT   W ^3-29> 

where 

p2(0 * Pr{T > m\Tx*t) 

= />(r2 > w-Z'j | Tj =/) (3.30) 

= /v(r2 >m-/|rl «o , 

and due to the independence of Tx and T^, Eq. (3.30) becomes: 

/» (/) =  X. e-O -^,)(^-0. (3.31) 

The random variable associated with the distribution function Fj   (/) in Eq. (3.29) is that of a 

priority message and exists only in the interval from km to m.  The probability density function (pdf) of 

a priority message is given by 

{0, / >m 

(l-X2')e-<l V)' 
 . . , othc.wise (3J2) 

0, / < km. 
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Hence, 

/»(*)-   t   J 2— ■ dt 
km  [^1-X2)*w^-<1^2)«j 

(3.33) 
\l{\-\^)e'(l'Xi)m[e-(Ki - \)^„e--{\l-\^)m] 

We note that Eq. (3.33) holds for ail values of 0 < A: < 1 and />'£) « 0 for * « 1. as can be noted by the 

limits on the integral. 

Case 3 

A nor.-priority message that had to wait at node 5. 

We define P(C) as: 

P(C)- Pr{T>m) =   y^   p3(r)^T3(0, (3.34) 

where 

(3.35) 

and 

P3(t) ■ Pr{T>m | Tj =0. 

35 i>(r2 > m - 0, 

/T,  S     { O^^e-O-^^/lXjd-e-O-V)^)].otherwise  . 

0,r<0. 

The random variable associated with the pdfpvtn in Eq. (3.34) exists only in .'he interval specified by 

Eq. (3.35). 

Now 

thus 

P3(/) » Pr{r2>m-t), 

(3.36) 

/, Tor ,    < p l • 
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where / is defined by Eq. (3.28). 

The solution for P{C) as given in   (A.27) and (A.28) allows us to write it in the following form: 

W   -     {    /'+/2-f0rp2>P'     0<*<1 ("7) 

/2, for p2 < pl 

where 

(l-X2')(p
2-p1).-ttW n     >'     ^ 

(p- p1)(i - \'- a){l - e"*1 " X2 )km 

and (3.38) 

(1 - X2' A l - p) r
ö2  e-mr y^-rKr-"^) 

h   -  ;      I L-  H-e-O-X^f)*/*,^ 
ZirCl-p^1 ' X2>*m5   J^   {\'Xl- r)\r{r- a)] 

The throughput factor ^(f,^) is a normalized function and related to the percent ol undelivered 

messages v{t,k) by the following: 

<t>{ttk) =   1- v{t.k). (3,39) 

v{t, k) is the frcentage messages handled by the system, but not delivered. From Fig. (3.2) we define the 

probability r(r. k) as the probability that a message with source S and destination D is undelivered. Let Sit, k) 

define the probability that a message with source M and destination D is undelivered. 

Further, let u(k) = (X2' - g(m) -p(k)). By Eqs. (3.13), (3.16), and from the definition of X,', it follows 

that uik) is the probability that a non-priority message has experienced som« Jelay,  Then r{t,k) can be 

expressed by the following mutually exclusive independent events: 

rit.k)  = g(m) + (1 -\±)P{A)+p(k)P{B) ♦ uik)P{C),Q^k<\, (3.40) 

where 

(1 -Xj')  = (1 - p) =  the probability that a message entering the system 

at node S finds the queue empty at 5. 

S{t,k) = P{A),Q<k< I    . (3.41) 



33 

The percent of all undelivered messages v{t,k) with destination D is 

v(t, k) -  [(,\2' /2)r(r. *) + \(S{t, k)] /(X2'/2 + Xj'), (3.42) 

hence, the throughput factor <t>{t,k) becomes 

Ht.k) =  \-[{\{l2)rit,k)^\ISj,k)]li^l2^'K(). (3.43) 

It should be noted that Eqs. (3.40) and (3.41) are continuous functions of k. However, it was shown for 

Case 2 and Case 3 that P{B) = 0 for it = 1 and PiO = 0 for ^ = 0. 

We would like to find the optimal value of the threshold parameter setting k that maximizes 0(7. k) for 

all p < 1. The optimization wiii be investigated in the following seciion. 

3.5.1      Numerical Solution fcr (k    ) 

It is apparent that even if vit, k) is a convex function of k, it defines k as an implicit function of t, 

and k cannot be readily obtained (if at all) as an explicit function of t.  Thus it becomes necessary to employ 

a numerical solution to fini k   . 

Eq. (3.42) was solved using Simpson's rule [Krylon 62] to evaluate the integrals given by (3.27), (3.33), 

and (3.37). Computer runs were made on a fixed value of X^' and X.' and solving (3.42) for values of k - 0.1, 

0.2, . . ., 0.9, and some appropriate value of m - (^^MAV).   The selection of m was chosen to make j?(m) 

reasonably small. \.c.,g\m) < 5.0 percent.   All runs v^re made using 128 points in Simpson's rule and a value 

of m = 20. 

Fig. (3.3) shows the fraction of undelivered messages v{ttk) versus priority setting k. The utilization 

factor p was calculated from 

p  =  X2'/2-g(m)\2'/2 + X5' . (3.44) 

where 

gim) =  X2V^-X2)m • 

When m is fixed, g{m) is directly effected by die selection of \', hence the curves given in Fig. (3.3) 

depicts the influence of ^w) on the selection of k0   that minimi es v{t,k)- The range on p was from .37 to 

.49, but the range on g{m) was from 35 percent down to .02 percent.  TU* results indicate that when the 

value of the "geriatrics" factor f(m) is very high, there is no well defined k value to minimize v{t,k), as can 

be seen by the flatness of the bottom curve. 
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F:ig. 3.3 - Fraction of Undelivered Messages Vs. Priority Setting 

Table (3.1) is a tabulation of the curves in Fig. (3.3) and gives the associated values of Xj' and "^ selected 

for each run.   It should be noted how g (m) varies with the selection of X2' and the subsequent deepening of 

the caternary in the curves as g (m) decreases.  Thus, when g (m) is very small the selection of k0   is well 

defined and represents very- fine tuning on the network parametets.  The reason for this fine sensitivity is due 

to the very small value off {t,k) < .021 percent, hence the selection of A:     represents what appears to be a 

vernier setting on v (t.k).  The average value of k0   in this set of runs was 0.5,  The curves have been scaled 

against the ordinate values as indicated. Curves are assumed numbered from bottom to top as 1, 2 n. 



TABLE 3.1 

FRACTION OF UNDELIVERED MESSAGES v{t.k) 

35 

Curve #1 Curve #2 Curve #3 Curve #4 Curve #5     j 

1      k X/ = .05 X'-.l Xj' = .05 X,'..! V = •' 
X2' = .95 X2   = 'S X2' = .85 X2' = .7 Xj = .6       I 

0.1 .3216 1248E-01 .miE-ox .1527E-02 .1768E-03 

\       0.2 .3205 .1244E-01 .3957E-01 .\444E-Q2 .1643E-03 

0.3 .31% .1221E-01 .3907E-01 .1415E-02 .1619E-03    | 

|       0.4 .3189 .i2llE-01 .3875E-01 1410E-02 .1633E.03    j 

j       0.5 .3183 .1210F.-01 .3859E-01 .1424E-02 .1676E-03    j 

0.6 .3178 .1219E-01 .3858E-0i .1456E-02 .i751E-03    ! 

i        0.7 .3177 .1243F-01 .3880H-01 .1515E-02 .1868E-03 

|        0.8 .3179 J289E-01 .3944E-01 .1617E.02 .2045E-03 

!       0.9 .3195 .1380F-01 .4097E-01 .1789E-02 .2310E-03 

Fig. (3.4) are the curves associated with Table (3.2).  This selection of runs were made over a wider range 

of network intensity p, but for the same m - 20 as before.  The curves display the same trend as the previous 

results, indicating a single low point over the range of k.   Fiat curves are still indicative of no real sensitivity to 

the selection of k0   and deep caternaries indicate precise location of k     for minimum v{t,k). The average 

value of k     for this run was 0.375. 
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Fig. 3.4 - Fraction of Undelivered Messages Vs. Priority Setting 

TABLE 3.2 

FRACTION OF UNDELIVERED MESSAGES v(t, k) 

Curve #1 Curve #2 Curve #3 Curve #4 

k x; = .4 x;-.! X,'  = .7 x; -~ .5 

X2' = }) X2' » .8 X2   = A x; = .4 

U.l .09692 .01284 .1253 .2076F-02 

0.2 .09332 .01244 .1241 .1921E-02 

0.5 .09134 .01221 .1238 .1901E-02 

0.4 .09071 .01211 .1239 .1908E-02 

0.5 09129 .01210 .1239 .1917E-02 

0.6 .0^302 .01220 .1239 .!924E^)2 

0.7 .09599 .01243 .1240 .1928E-02 

0.8 .1003 .01289 1241 .I931E-02 

0.9 .1063 .01380 .1241 .1932E.02 
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Table (3.3) are the values for Fig. (3.5) and indicate that family of curves are generated for the same 

value of p, and in this case for p " 0.6.  It can be observed from Eq. (3.44) tha' there are numerous selections 

of X.' and X^ possible for a given p, the only restriction being that 

>.; + x''2<i. (3.45) 

This selection of X.' and Xj keeps p < 1 on each link of the 3-node net given in Figs. (3.1) and (3.2). 

Since g{m) > 0 in all cases, this allows Xj + Xj'^ = 1, without nolating the requirement of keeping p < 1. 

The average value of k     for this set was 0.4. 

TABLE 3.3 

FRACTION OF UNDELIVERED MESSAGES v{t,k) 

Curve #1 Curve #2 Curve #3 

x; = .5 X/= .15 V =  2 

k x2' =.?. X2' = .9 X2' = .8         1 

0.1 .2123E-03 .%88E-01 .1183E-01      j 

0.2 .2073E-03 .9504E-01 .1111E-01      | 

i          O.J .2072E-ö.i .9418E-01 .1081E-01      ' 

;          0.4 .2075E-03 j      .9364E-01 .I074E-01 

j          0-5 .2077E-03 .9338E-01 .1084E-01       1 

0.6 .2079E-03 .9345E-01 lllOE-Ol 

0.7 .2079E-03 .940 IE-01 .1157E-01 

i          0.8 .2079E-03 .9544E-01 .1234E-01       i 

0.9 .2079E-03 .9859E-01 .1354E-01 
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3 4 5 6 7 

PRIORITY  THRESHOLD SETTING  K 

Fig. 3.5 - I faction of Undelivered Messages Vs. Priority Sitting 

Recalling that P(A) defined the probability of undelivered messages af D that arrived from an external 

source or from node 5 had no wait at 5 (Case I). P{B) defined the probability of undelivered messages that 

were in a priority class coming into node M (Case 2).  P(C) was for non-pnority messages that had to wait at 

node S.   In all cases tested, P(A) and /*(/?) decreased with increasing k (not tabulated^, while /MO increased 

with A-.   From the definitions given it is clear that P{A) < P{C) and P(B) < PiO for all 0 ^ * < 1. 
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IV. SIMULATION ON AN 8-NODE HIGHLY CONNECTED NETWORK 

The first series of simulation runs are for the 8-node network of Fig. (4.1). Appendix B contains the flow 

diagrams, Fortran listing, explanation of variables, and listing of the simulation runs used on the selected network. 

RAND program originally had no queueing or preassigned links (PAL) and generated messages such that 

the network had constant loading.  However, messages also had a dependency on whether a given node was busy, 

hence message volume (MV) would not always generate the same total number of messages. 

A buffer was included in the RAND program to facilitate a common basis for comparing the various rout- 

ing schemes.   RAND had to use "Hot-Potato" since there were no buffers (queues).  Buffers could hold up to 

30 messages at each node. 

I ig. 4.1      Highly Connected 8-Nodc Network 

4.1    COMPUTATION OF MESSAGE VOLUME (MV) 

Message volume (MV) is expressed as a percentage of links carrying messages per unit time. The number 

of messages generated in each time interval is equal to (A/l'(No. of links in network)/100]. Count the number 

of links from a given net topology and double this number to account for duplexing. 



40 

Thus if numbet of links in topology - 12, then 24 becomes the total number of links in that net. 

UMV* 10, then 
24(10) 

=    2.4   =2 messages per unit time generated.  If running time of simulation 
100 

has r= 500 time units, then total number of messages generated during that run is 1,000.  For any given Af^ 

and T, the total number of messages generated in the system will always be the same. However, the total num- 

ber of messages handled by the system can be less than or equal to total number of messages generated. 

For the 8-node net, there are 20 links and total number of duplexed links ■ 40.  FoiMV - 100, then 
4(v JOQ) | 

^ - 40 messages per unit time.  If simulation time = 500 time units, there would be 40(500) = 20,000 

messages generated. 

Messages are generated randomly with a random source S and random destination D such that D ^ S. 

Messages are generated on each computer cycle and the message volume is directly proportional to the value of 

MV selected when initiating the run, 

Messages are allowed some maximum circulation time MDTMAX and if they are not delivered before that 

time is reached, they are dropped from the system and tallied as undelivered messages.  Dropping messages from 

the system after some maximum cycling time would hopefully relieve network congestion and allow the remain- 

ing messages to get delivered.  The longer messages remain in the system without being delivered, the greater the 

average message delay becomes. 

If the queue at 5 is full when a new message i: generated, then a busy is detected and the message is 

dropped, and counter NZ incremented.   It should be noted that messages finding the queue full are different 

from messages undelivered.  When a significant number of messages find the queue full (say 10% of total mes- 

sages generated), then this becomes an indication of the network approaching saturation. 

The total number of messages generated for any given network loading was the same for all routing algo- 

nthms on any specified net configuration.  Thus one can add the number of messages delivered, as tabulated in 

the message throughput Table (4.3), to the number undelivered (value given in parenthesis) and obtain the total 

messages handled by the system.  The difference in the totals is attributed to the number of messages finding 

the queue full (tabulated in Chap. V) and the messages in transit.   Hence, for light net loading, messages delivered 

plus undelivered will be about the same for all program routines.1 

The program has an initialization 'warm up) of T- MDTMAX and is also the maximum time a message can 

be in the network.  Thus for a message time > MDT^AX ~ 50, those messages are considered undelivcrable. 

4.2    OBJECTIVES OF THE SIMULATION 

The objectives of this simulation study was to find an adaptive routing algorithm that could maximize mes- 

sage throughput while minimizing average message delay.  Since the routing would be stochastic In nature and 

essentially utilize information about the state of the network via node delay tables, a systematic analytical method 

of solution was not possible.  Ideally we would want a routing algorithm that could adapt to network topology 

changes, either due to congestion at some given nodes, or adjust to physical changes in node or link structure. 

I.        Also (average iimc| \ [messages deliveredj ♦ {MOT^MJA \ | number of undelivered me»sage$| ^ a constant for a riven 

value of Aft'. 
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The stochastic techniqueä rely on information exchanges between nodes, and this additional traffic reduces 

the network capacity to send data. Since each node must make inquiries of its neighbo. mg nodes to calculate 

new delay table updates, this requires some type of processor to be available at each node.  Another objective 

of this study was to minimize hardware and software requirements and still maintain some high degree of oper- 

ating efficiency. 

The simulation affords a method to test the effectiveness of various routing schemes and possibly how to 

optimize some aspects of these routing strategies to increase throughput. The initial computer runs were on a 

small scale computer (DDP-24) and a highly connected 8-node network on which many combinations of routing 

strategies were employed (see Appendix B4.1 and B4.2).  It was envisioned that after these initial test runs were 

made, selected algorithms giving the best performance would be tried on a 19-node ARPA network and run on 

a CDC-3800 computer; 

4.3    NO LINK OR NODE FAILURES 

Table 4.1 gives a listing of some specially selected routing algorithms as applied to the 8-node network. 

This sampling was taken to show the strong points and weaknesses of various routing techniques. 

With no destruction of the network, it was assumed that the ideal routing tables would give optimal results 

up to moderate network loading.  Thus the no u^aaing (NU) routine was used as a basis to compare all others. 

Routing tables were initialized b> computing the minimum path matrix on an empty network.  These ini- 

tializing algorithms would be optimum if either the network did not become too congested or there were no 

net failures. 

TABLE 4.1                                              j 

PROGRAM ALGORITHMS FOR DI)P-24 SIMULATION     i 

1. Dynamic Programming (DY) 

2. No Updating (NU) 

3. Backward Learning (BL) 

4. Bi-Adaptive (BA) 

5. Superposition (SP)                                                              > 

6. ARPA Shortest Que + Bias + Periodic Updating (ARPA)      ! 

7. 

8. 

Last M Nodes Visited (LMNV) 

Best Three Outgoing Links (BTL) 
= MODx 

9. Aging Parameter {X7o of MDTMAX) 
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Fig. (4.2) depicts the data plots of Table (4.2). These were selected from all runs made in Table B4.1 as being 

the most iMormative.  Routines such as negative reinforcement (NR), bi-adaptive (BA) and no updating (NU), 

gave identical results for all value- of message volume (MV). even up to 100% network loading. The quantity 

[2/5 MV] is a scaling factor to i void plotting distortions.  For a 20-link network and an MV given as a percent- 

age, the fraction 2/5 appears in the brackets and \x] - greatest whole integer less than X. 

Fig. 4.2 - Message Volume ■ (2/5 MV] Per Unit Time 
Average Message Delay for 8-Node Net 

Backward learning appeared to be not too effective.  This was largely due to the "ping-pong" effect between 

successive nodes.  Backward learning utilizes no direct information on the progress of messages passing through 

the system, and its indirect method of computing delay values is often misleading or inadequate or both.  The 

drawback on the BL technique will become more apparent as it tries (unsuccessfully) to adapt to network top- 

ology changes. 

Superposition (SP) of NR and BL, where BL can increase or decrease table entries, shows only a modest 

improvement over BL as far as average message delay is concerned. Table (4.3) shows the message throughput for 

the various routing algorithms and the quantities in parentheses indicate the number of undelivered messages. 

It can be noted from Table (4.3) that the SP routine eliminates the number of messages noi being delivered, 

and as a consequence the total number of messages delivered increases. The average message delays for the 

ARPA and ÄRfA *■ MOD^ + 50%-   aging indicate substantial gains in both minimizing average delay and maxi- 

mizing throughput. Fig. (4.3) in conjunction with Tables (4.2) and (4.3) illustrate the effectiveness of these routines. 

The curves in Fig. (4.3) were plotted against the no updating (NU) routine to indicate how an adaptive 

routine enhances message delays and throughputs when the message volume increases substantially.  The ARPA 

routine was comprised of a shortest queue + bias + periodic updating technique; although this was a sizable in- 

crease in programming and bookkeeping, the gains were significant enough to warrant such an investment. The 

Aging parameter same as threshold setting k in Chap. III. 
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modification to the ARPA routine (LNV, BTL and 50% aging) indicated some further improvement as regards 

to message delay md throughput. 

1 4 8 

Fig. 4.3 - 8-Nodc Network With 50% Disabled Links 

After all ;.ie rouitines listed in Appendix B4,l were run, it bec^ne apparent as to ^bat rouf'nes were the 

most effective.  None of the modifications when applied to the BTL doctrine would significamly increase its 

effectiveness. The various combinations of last M nodes visited and aging parameters were applied to the ideal 

routing tables (NU) and the va'ues that "peaked" our performance measures were selected as being optimal. The 

combination of last node visited (LNV) and best 3 output links (BTL) gave the minimum average message delays 

and maximum message throughput. This combination of LNV and BTL, henceforth called MüD^, was applied 

to all the routing strategies listed and resulted in oume significant improvements. 

The aging parameter, whereby at some percentage of MDTMAX a message is given priority on the queues, 

peaked both message delay and throughput at a value of 507D.
3
   Since there was no direct method tf calculating 

the optimal values of LMNV and aging parameter, it had to be determined via bimulation.  Once these optimal 

values were determined they were applied to the better routing strategies such as NU and ARPA and these be- 

came the adjusted routines given in Table (4.2) as MOD, + Sm and ARPA ^MODl + 50%. 

The preliminary conclusion would be that the combination of LNV + BTL = MODl when applied with 

the 50% aging parameter should yield the minimum message delay and maxim;     throughput for the network 

under consideration.  It was further felt tha1 ti .his technique were applied to any of the listed routing algorithms 

of Appendix B, it should enhance their perfonnar"-*   This enhancement has been effectively verified from the 

tabulated results of Tables (4.2) and (4.3). The next Siep in confirming the optimal adaptive routing technique 

would he to see how it fares when applied to a damaged      work. 

3.       50% aging W» dose to the predicted value for optimal * given in Chap. 111. 
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4.4   SIMIJL    ION WITH 50% LINK DESTRUCTION 

The 1 follow through on the 8-node highly connected network would be to see how the adaptive 

routines ac'.juil  o high network destiuction.  The destruction applied only to the links (50% outage) and was 

used to simulate a highly disasterous situation where half of the network links (or lines) were inoperative. 

Figur*» (4.3) shows the connectivity with 50% link destruction on the 8-node network. This level of destruc- 

tive was just short of disconnecting the net.  Table (4,4) lists the same set of selected runs as were given for the 

no link or node failure case.   Although there was an extensive set of runs made, as indicated by Table (B4.2)in 

Appendix B, the algorithms selected represented a good cross section in terms of our performance measurements. 

The dynamic (DY) algorithm would be the presumed theoretical optlr.um in this case, in that it would imme- 

diately sense link or node failures and recompute the routing tables.  The intensity of network traffic was in- 

creased to the point where the number of messages finding the queue full (not tabulated) exceeded 10% of the 

tota' messages generated and this was found to be for a MV = 40; hence, j 1/5(40)] = 8 became the maximum 

intensity that was used for this set of runs.  The identical set of links were disabled for all iterations of any given 

routing algorithm, thus all algorithms were compared for identical network topology and message intensities. 

li is apparent from Table (4.4) and the curves of Fir. (4.4) that backward learning gets aimos* hopelessly 

bogged down and this is reflected in its average message delays and throughputs.  Table (4.4) also ihustrates how 

the no updating (NU) algorithm fails to adjust *i the net loading, since after initializing its tables they are no 

longer updated.   The ARPA routine appears to be fairly adaptive to the network topology and loading effects. 

The modifications to the ARPA routine {LNV + BTL + 509? Aging) improved the performance of the routing 

strategies.  We should take cognizance o( (ARFA + AfODl + 50%) routine in the area of M' = 6 and 7, which 

represented moderate loading.  The MOD^ + 50% addition slightly surpassed the DY routine in minimum average 

message delays: hence, DY is not a theoretical lower bound (see Table (4.5)). 

2 4 6 8 
MESSAGE VOLUME» [l/5 Mv] PER UNIT  TIME 

I ig. 4.4 - Message Volume = |l/5 MV| Per Unit Time Average Message 
Dchy ior Disabled 8-Nodo Nc« 
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TABLE 4.5 

MESSAGE THROUGHPUT FOR AN 8-NODE NETWORK WITH 50% LINK DESTRUCTION 

[1/5 MV] DY BL ARPA 
ARPA + 

MODj + 50% 

^                                              J 

1 500 (0) 471 (227) 500 (0) 500 (0) 

2 1000 (0) 790 (388) 1001 (0) 1002 (0) 

3 1500 (0) 939 (500) 1505 (0) 1501 (0) 

4 2001 (0) 1180 (414) 2002 (0) 1999 (0) 

c> 2497 (0) 1282 (484) 2497 (0) 2496 (0) 

6' 2%7 (0) 1016 (588) 3003 (0) 3008 (0) 

7 34^4 (0) 1207 (501) 3460 (0) 3480 (0) 

8 ^S (0) 1053 (570) 3499 (4) 3512 (0) 

The DY and ARPA routines did not have the congestion control afforded by the 50% aging parameter that 

gave priority to messages already in the system and was set at 0.5 MDTMAX. This congestion control, although 

not directly a routing algorithm, indirectly enhances some of the delay table updates by removing some of the 

node congestion. 

4.5    ROUTING TABLES 

A look at some of the selected routing tables may give some insight into the effectiveness of the various 

routing algorithms.   Initially all routing tables will have the same values. When message intensity starts increas- 

ing, the various adaptive routines will update the tables and depending on the effectiveness of these routines 

the new routing tables will or will not yield optimal path assignments.  This example also illustrates why the BL 

routine has such a high percentage of undelivered messages.  Tables for higher message intensities continue to 

show the futility of BL routing   The tables for the ARPA routine along with MOD^ + 50% show almost iden- 

tical routings for the same network loading.  We used the extreme cases to make the illustration more informa- 

tive. 

It should be reiterated here that BL was duely noted by its creators [B066J as being something less than 

optimum.  They introduced NR and SP as a means to counter the undesirable effects of BL.  The use of BL 

in this study was to dramatize the fact that a routing algorithm although adaptive may not be very effective. 

Hence, our concern is not only for adaptive routines but effective ones, when measured against the performance 

criterion. 
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We will define our routing tables with the following notations: 

Äij, k) = routing tables at node /, with destination /, 

via node k 

and 

=   ä\ Ax{j,k)= A 

A2(j.k)= A2 

An{i, k) s An 

thus 

A =  {A , A ,  . . .  , An)   =   routing matrix 

An cxamne of how the BL routine gets bogged down with very light network loading can be quickly 

seen by comparing its routing tables to those of the DY routine.  The tables are used as follows. 

Assume a message is at some node / and has a destination node /, where / # L   Then go to the appropriate 

table for A'ij, k) and select the minimum (/, k) element value, this gives the next intermediate node k.   If 

k * j, then continue until k - j  and this will bo the final destination node.  If there are more than one minimum 

(/. k) value, take any one and proceed until destination is reached.  The final tally of intermediate nodes will 

give the delay time for the message in going from / to /. 

An example will quickly demonstrate the above procedures.  Take node 1 as a source node and node 4 

as destination.   Fig (4.3) shows these two nodes to be neighboring nodes, and hence a message should take 

only one time unit io go from I to 4.  From Table 4.6 the DY routine gives the following routing: 

for Al{j, k), where / = 1 and / = 4 

J4
l(4,/c)= 1. 
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and this correspondi to a Ä = 4, and k = / ~ 4% hence message is at destination in ! time unit. 

Table 4.7 gives the BL routing for the identicaJ network loading, and its routing tables direct a message 

from node ! to 4 as follows: 

A1 {4, k) = 2=»* = 5 ^ / (continue until k = /) 

A5{4,k) = 3^k = 6 or 7 

^6(4, k) = 2=>)t = 2 or 3 

A2{4,k)*3*k = 6 

v46(4,/t) = 2^»2or3 

>43(4,it)«3-»ifc = 6 

Message is now looping between nodes 2, 3, and 6 and will not get delivered since there is no alternate 

route to take. If at node 5. the message had taken 7, then it would have traveled the following route. 

>41(4,*)-2-^-5#/ 

^5(4I k) - 3-* - 6 or 7 

/l7(4>*)-6*4r -5 or 6 

A6{4t k) - >Ä - 2 or 3 

and thti next set of nodes are the same as the previous set, except this time there is an additional entry at 

* ■ 7, and the message will still not get delivered. 

Thus we can see how some routines although adsptive can result in very poor performance as regards to 

average message delay and throughput. 



TABLE 4.6 

ROUTING TABLES FOR DY ROUTINE WITH 50% DISABLED LINKS AND (1/5 MV] « 5 
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Alij.k) A2ij. k) I 3/; A%k) «4/. Aq(j. k) 

4    5 3   6 2 6  8 1   8 

1 

2 

2 

4 

5 

6 

7 

8 

0 0 

4 3 

3 3 

1 3 

3 1 

4 2 

4 ■> 

2 4 

2 

3 

4 

5 

6 

7 

8 

4 3 

0 0 

1 2 

3 4 

3 2 

2 1 

3 2 

5 
i    ^ 3 

1 

2 

3 

4 

5 

6 

7 

8 

4  3  3 

1   2  3 

0  0  0 

4  4  2 

3   2  4 

2   1   3 

3   2 4 

3   3   1 

1 1   3 

2 4  3 

3 4   2 

4 0  0 

5 2  4 

6 3  3 

7 3   4 

8 3   1 

A$ij, k) 

2 

3 

4 

5 

6 

7 

8 

1 3 

4 -> 

4 2 

-» 4 

0 0 

3 1 

3 2 

3 3 

/*60. it) 

^    2  3   5   7 

/17(/. *) 

3 

4 

6 

7 

8 

4  4   2  3 

12   3   3 

2   13   3 

4   3   3  4 

3   3   12 

0  0  0  0 

3   3   2   1 

3   2  4  4 

^ 

5  6 

1 2  3 

2 3   2 

3 3   2 

4 3  4 

5 1   2 

6 2   1 

7 0  0 

8 4  3 

V   3   4 

3 

4 

5 

6 

7 

8 

4 2 

2 4 

1 3 

3 1 

3 3 

2 4 

3 4 

0 0 



TABLE 4.7 

ROUTING TABLES FOR BL ROUTINE WITH 50% DISABLED LINKS AND (1/5 MV] = 5 
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Alfj,k) Äl(i, k) A3(i, k) A4fi, k) 

1 

2 

3 

4 

5 

6 

7 

8 

4 5 

26 73 

2 23 

2 25 

17 2 

38 2 

22 15 

40 7 

29 36 

2 43 

8 24 

! 24 15 

48 3 

46 18 

47 43 

44 43 

48 8 

1 

1 

3 

4 

5 

6 

7 

8 

2 6 8 

; 2 37 43 

13 14 42 

47 14 47 

44 3 48 

47 18 2 

46 45 47 

38 12 48 

42 9 21 

1 

2 

3 

4 

5 

6 

1 8 

22 37 

2 6 

2 19 

37 44 

44 41 

27 2 

45 48 

27 42 

Abfl. k) A6(l, k) A1 a. k) A* a. K) 

1 6 7 

1 34 34 

25 15 40 

27 20 39 

4 3 3 

20 23 12 

47 20 46 

44 49 21 

37 14 2 

1 

2 

3 

4 

c 

6 

7 

8 

2 3 5 7 

44 38 5 40 

6 16 32 46 

14 8 28 15 

2 5 3 

20 28 1 19 

44 41 7 32 

44 44 3 44 

9 4 2 20 

5       6 

1 40 80 1 

2 27 9 2 

3 16 3 3 

4 6 6 4 

5 8 2 5 

6 22 16 6 

7 43 18 7 

8 15 10 8 

3 4 

44 38 

46 7 

48 19 

47 46 

3 45 

47 3 

44 48 

22 46 
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4.6    SUMMARY OF S-NODE SIMULA! ION 

The 8-node simulation on the DDP-24 was essentially employed to check out some of the selected 

routing algorithms.  It should be further noted that not all available adaptive routines were tested, but instead 

some representative sampling of some known algorithms were used to demonstrate strong points and weaknesses. 

The most desirable features sought for in an adaptive routing algorithm would be as follows. 

1. Minimum hardware requirement at each node. 

2. Minimum software and inter-node traffic. 

3. Adaptability to changes in network topology and traffic intensity. 

4. Maximum message throughput. 

5. Minimum average message delay. 

6. Minimum pumber of undelivered messages. 

It is very conceivable with present day technology that with unrestricted use of items 1 and 2, a very 

effective adaptive routine could and may already be developed.   R Jaxing hardware and software requirements 

would certainly add to the initial overhead and general operating cost.  Item 3 is really the crux of problem, for were 

it not for the changing of net topology (either link or node outages) and if traffic intensity were always moderate 

p«  I, then any effective minimum path algorithm would certainly suffice.  The perforrmmce measures of 

items 4 and 5 arc indicative to this study and may differ for different networks. While item 6 may be toler- 

ated if very small in some networks, a network dedicated to emergencies or military use, etc., may not 

tolerate even 1 lost message 

Our initial runs on the small scale computer and  8-node network gives us some insight into the selection 

of algorithms to be tried out on the 19-node ARPA network using a CDC-3800.  It appears that the technique 

of last node visited (LNV) and best three output links (BLT), when combined (MODj) yields some effective 

results.  The additiona! feature of the agin^ parameter appears to "peak" the network performance when a 

value of SCK/r is employed. 

There is a distinction to be made between throughput (total messages handled in the system) and 

throughput factor 0(/f /cHfraction of messages handled and dcüvcred).  Table (4.3) shows for a |2/S MV] - 32, 

the throughput was quite different for various routing algorithms.   The SP had a throughput of 6038 messages 

and a throughput factor <p (/. k) of 1.0.   However, the ARPA and ARPA + MOD] + 50% aging had over twice 

the total throughput as the SP and also a <t>U. k) - 1.0.  Thus,   one would like to maximize 0(/, k) for all 

p <  1, plus maintain the highest total throughput rate.  Generally, when the average message delay is 

minimized and 0(/. k) - 1.0. for all p < 1. then the total throughput will be at its peak. 

The dynamic (I)Y) routine, although not a theoretical optimum, but still not possible to employ on a 

real network, will still be used as a basis for comparing other algorithms.  The set of runs for the 19-node 
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ARPA net that were run on the CDC-3800 are tabulated in Appendix C. Note that runs were made on the 

ARPANET with a uniform input message distribution and a Poisson input distribution. Many iterations of 

the selected algoritli/ns were made to see if performance stiir'peaked" with the same algorithms. 



55 

V. CDC-3800 SIMULATION ON A 19 NODE ARPA NETWORK 

The same rules and constraints were employed in these simulation runs as were used in the previous 

chapter.  The network was a 19 node ARPA network and the computer a CDC-3800,  The algorithms were run 

with no destruction, then with 10% of the links disabled, and finally with 1 node disabled.  Again only a few 

selected runs will be tallied and discussed, since inclusion of all runs would make for a prohibitive amount of 

listing. Appendix C lists the runs made on this net configuration. 

5.1     19 NODE ARPA SIMULATION 

Table (5.1) lists the algorithms chosen for the 19 node ARPA network of Fig. (5.1). This series of runs 

was made with no link or node failures with first a uniform input message distribution, and then with a 

Poisson distribution. 

I ii:. 5.1      ARPA Network }9 Nodes 
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TABLE 5.1 

PROGRAM ALGORITHMS FOR CDC-3800 SIMULATION 

1. Dynamic Programming or No Updating {NU) 

2. Backward Learning {BL) 

3. No Updating, 50 percent Aging {NU + 50%) 

4. ARPA Shortest Queue + Bias + Periodic Updating {ARPA) 

5. MODlioARPA{MOD^ARP) 

Fig. (5.2) shows the curves for the tabulated v. lues of average message delay given in Table (5.2). The NU 

routine shows a slightly better performance than the A{OOl, but the throughput with the MOD,, given in 

Table (5.3) was slightly better at high traffic intensity.  The BL routine still has its difficulties as shown by as 

average message delays and throughput and also the number of undelivered messages (undelivered messages are 

in parenthesis). 

10 

 i- J . L_ 
8 12 if. 

NU ♦ 50% 

• •—•   ARPA 

O—O—D ARPA ♦ MOD, ■» 50% 

20 24 
MESSAGES PER UNIT TiME 

Fig. 5.2 - Average Message Dclaysfor 19 Node Net With Uniform input Distribution 
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TABLE 5.2 

AVERAGE TIME FOR MESSAGES WITH A UNIFORM INPUT DISTRIBUTION 

MV NU BL MODl 

NU + 

ARPA 
ARPA 

ARPA + 

MODl 

3 2.50 2.52 2.50 2.52 2.56 2.55 

6 2.96 5.19 2.96 3.77 3.44 3.3i 

9 4.57 9.67 4.57 7.79 6.30 6.35 

12 8.44 9.65 8.41 9.93 10.25 10.89 

15 11.73 11.22 11.07 10.94 11.33 12.22 

TABLE 5.3 

MESSAGE THROUGHPUT FOR MESSAGES WITH A UNIFORM INPUT DISTRIBUTION 

NU + yW + ARPA + 
MV NU BL MOD i +50% ARPA ARPA MODl + 50% 

3 
■ ■■ -j 

750(0) 750(0) 750(0) 750(0) 750(0) 750(0) 

6 1502(0) 1036(0) 1502(0) 1455(41) 1499(1) 1499(2) 

9 2203(0) 860(679) 2203(0) 1660(274) 2023(94) 1987(102) 

12 2367(227) 1010(67); 2365(278) 1815(476) 1608(428) 1657(420) 

15 2255(521) 1124(619) 2328(495) 1826(669) 1692(575) 1610(597) 

The ARPA data simulation plotted in Fig. (5.2) was slightly aided by iheMODl + 50% aging addition to 

it.  The periodic updated ARPA (ARPA + PUD) is the algorithm of interest, since it is used on an existing 

network. 

Table (5.3) shows that a small advantage at moderate network loading {MV = 12) is obtained when the 

MOD] + 50% is used with the ARPA routine.  Table (5.4) shows the extent of network loading. At a MK= 12, 

over 1/3 of the total messages generated tor any algorithm were not able to get into the system.  At a  MV - 15, 

almost 50% of the total messages generated found the queue full, this is in addition to the number of undelivered 

messages.   Hence, it can be seen that with a MV   -  12, the network has a high message intensity. 
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TABLE 5.4 

NUMBER OF MESSAGES FINDING THE QUEUES FULL 

MV 

i  

NU BL 
MO/)! + 50% 

NUARPA ARPA 
—I 

ARPA +     1 
MODl + 50% | 

1   3 
0 0 0 0 0 0       ! 

1   6 0 96 0 19 1 0 

i 9 42 610 42 257 139 168       i 

12 594 1213 608 670 844 878 

15 1465 1941 1401 669 1464 1522 

Fig. (5.3) shows the plots associated with Table» (5.5) and (5.6) when the message input process was Poisson. 

Poisson case messages were identically distributed with an a 
19 

the total message rate into the system per unit time was    £    X.. 
/ = 1   ' 

In the Poisson case messages were identically distributed with an average message rate at each node / of X, and 
19 

a-—ö—A MOD, 

• •—•  ARPA,DP»3 

ä,—A—A ARPA t MOO, t 50% 

 L J  
8 I? 16 20 

MEff AGES PER UNJT TIME 

24 

Fig. 5.3 - Average Message Delay for 19 Node Net With Poisson Input Distribution 
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TABLE 5.5 

AVERAGE TIME FOR MESSAGES WITH A POISSON \W\    DISTRIBUTION 

N MV NU BL BL + 50% 
BL         ; 

MOD   + 50% 
2 

p .iss 5 2.57 2.58 2.57 2.57 

0.316 10 3.39 6.99 3.39 3.39 

0.474 14 6.73 8.48 7.20 7.20 

0.632 18 10.04 10.14 9.93 9.93 

0.790 23 11.71 10.36 10.91 10.91 

TABLE 5.6 

AVERAGE TIME FOR MESSAGES WITH A POISSON INPUT DISTRIBUTION 

X. MV 
ARPA ARPA ARPA, NU + ARPA, NU + ARPA + 

i 
NU DP = 1 MOD, MOD^ 50% MODl + 50% 1 

i   0.158 5 2.57 2.61 2.61 2.62 2.57 

i   0.316 10 4.90 3.82 4.48 4.00 3.29 

0.474 14 3.76 7.50 7.69 7.65 6.28          \ 

0.632 18 9.79 10.69 10.98 10.61 11.04 

0.790 23 10.96 11.50 11.93 11.84 11.19 

When the input dist/ibution was Poisson the average number ol messages at an arbitrary node 

/ = X^L'C*.).  When all nodes were identically distributed c(x) - f9X|. fur ÜK 19 node ARPA net and since 

there were 68 duplexed links in the ARPA net, we have 

68 MV 

100 
I9X. 

Thus, we can gt* valcnt value of MV to go with tlu selected X. 

The plots of Trble (5.7j was an attempt to improve on the ÜL routine with 50% aging. Noteworthy, was 

the increase in throughput and resulting decrease in undelivered messages as tabulated in Table (5.7). The NU 

r utine was still used as a basis for comparison. 
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TABLE 5.7 

MESSAGE THROUGHPUT FOR MESSAGES WITH POISSON INPUT DISTRIBUTION 

N MV NU BL ÄL+50% NU ARPA ARPA 

1                                                                                                                                                                               1 
0.158 5 738(0) 738(0) 738(0) 738(0) 738(0) 

0.316 10 1528(0) 965(320) 1528(0) 1413(65) 1518(7) 

0.474 14 1974(77) 713(779) 1919(106) 1634(317) 1999(116) 

0.632 18 1913(337) 657(998) 2132(184) 1876(462) 1745(451) 

0.790 23 1767(484) 565(1152) 1844(470) 1854(626) 1651(630) 

The updated ARPA routine was further a Jjusted hy z DP = 2 factor. The DP factor is a constant bias 

that is applied to reduce looping. A more eMensive treatment of the effectiveness of the DP bias is given in 

Fultz [FU72]. Fultz further suggested the optimum routine as far as his study was concerned was the short- 

est queue + bias + periodic updating {SQ + BIAS + PUD) and this algorithm was the one extensively used on 

the 19 node network as a basis ♦or comparing the various MOD. + X% aging modifications. Fig. (5.3), along 

with Tables (5.6) and (5.8), indicate there is some slight improvement in average message delay and throughput 

respectively when MOD, + 5U% ".ging was applied to the ARFn algorithms. 

TABLE 5.8 

MESSAGE THROUGHPUT FOR MESSAGES WITH A POISSON INPUT DISTRIBUTION 

\ MV NU ARPA NU ARPA ARPA + 

+ MODl + MODl + 50% MOD{ +50% 
1 

0.158 5 738(0) 738(0) 738(0) 

0.316 10 1493(25) 1527(3) 1528(0) 

0.474 14 1917(155) 1940(137) 2199(1) 

0.632 18 1833(374; 1729(395) 1639(462) 

0.790 23 1771(564) 1693(582) 1796(545) 

5.2    ARPA NETWORK WITH 3 LINKS DISABLED 

Table (5.9) lists the average message uelays (sec Fig. 5.4) associated with 3 links (10%) disabled and 

these delays are plotted in Fig. (5.5). The dynamic {DY) routine was used as 3 standard in this case since 
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with link outages there would have to be some adjustments made on the routing tables. The ideal roi,?'ng 

tables used with no updating {NU) would not be an unbiased comparison, for it would not adjust its      «es for 

the disabled links.  Tables (5.10) and (5.11) indicate that the total throughput was lowered considerably for all 

the routing algorithms. 

TABLE 5.9 

AVERAGE TIME FOR MESSAGES ON 19 NODE ARPA NETWORK WITH THREE OF LINKS DISABLED 

\ NMSG DYN BA DYN + MODx ARPA ARPA + 

MODl 

ARPA + MODl + 

+ 50% 
r-                                                                                                                          •                                                  i 

0.053 1.0 3.20 4.37 3.20 3.26 3.26 3.23 

0.105 2.0 4.06 4.65 4.G. 4.39 4.58 4.55 

0.125 2.4 5.00 6.12 5.0i 5.29 5.35 5.28 

0.145 2.8 6.27 6.97 6.54 6.73 6.61 6.45 

0.165 3.1 7.18 9.00 7.64 7.74 8.08 8.59 

0.200 3.9 8.37 8.26 8.49 8.28 8.55 8.93 

I ig. 5.4 - ARPA Network W'*h Thrco Links Disabled 
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K DYNAMIC 

O Bl-ADAPTIVE 

■A DYN + MCD, 

■• ARPA + MOO, 

20 
MESSAGES PER UNIT T:ME 

-A—A ARPA ■» MOD, ♦ 50% 

J_ 
30 40 

Fig, 5.5 - Average Message Delay on 19 Node Net With Three Links Disabled 

TABLE 5.10 

MESSAGE THROUGHPUT FOR 19 NODE ARPA NETWORK WITH THREE OF LINKS DISABLED 

N NMSG ARPA MODl i ARPA 
MOD] + 50% 

+ ARPA 

0.053 1.0 266(0) 266(0) 266(0) 

0.105 2.0 482(5) 487(1) 488(2) 

0.125 2.4 592(4) 594(2) 592(1) 

0.145 2.8 667(6) 665(8) 671(3) 

0.165 3.1 619(128) 625(115) 625(114) 

0.200 3.9 595(257) 
., ...    —i 

564(291) 676(203) 

TABLE 5.11 

MESSAGE THROUGHPUT FOR 19 NOTE ARPA NETWORK WITH THREE OF LINKS DISABLED 

h NMSG DYN BA DYN + MOD^ 

Ö.Ö53 1.0 265(0) 261(10) 265(0) 

0.105 2.0 479(0) 464(28) 479(0) 

0.125 2.4 587(0) f61(35) 587(0) 

0.145 2.8 670(4) 562(35) 667(2) 

0.165 3.1 673(71) 673(90) 686(56) 

0.200 3.9 626(225) 2-17(237) 633(228) 
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Fig. (5,4) shows which links were disabled and indicates that the network had its cross link capacity 

reduced by 2/3. Since all messages have a random source and destination, then the probability of message being 

in the 8 node group with destination for the 11 node group using link (16, 8) becomes (8/19) (11/18) = .257, 

The same probaoility holds when the source group is in the 11 node set and sends messages via link (8, 16) to the 

8 node group. 

When link (16, 6) is used, then the probability of an arbitrary message coming into the net and uses link 

(16, 6) in either direction becon.es (7/19) (12/18) = .246. Since link (16, 8) has the greatest probability of 

being used, it establishes the limiting 'alue of message flow that can be tolerated. Hence, link capacity - 0.257 

x (number of messages) and since Ut Unk capacity is unity, the number of messages per unit time becomes 

1/0.257 = 3.89 messages/unit time as the upper limit.  For an identically distributed 19 node network, 

X. = 3.89/19 = .205=» p = I, or saturation level.  The value of X = .200 was the maximum value selected for 

this set of runs to avoid overloading the network and Table (5.9) reflects the selection of X^ used on this network 

with three links disabled. 

The DY + MOD, + 50% aging «^..vd some improvement as compared to ARPA in average message delay 

and throughput, but as previously slated the /)/ routine requires instant knowledge of node or link failures, 

hence could not be considered as a practical routine in a real network.  The ARPA + MOD^ + 50% aging 

showed some slight improvements in throughput and also a fewer number of undelivered messages. 

5.3    ARPA NETWORK WITH ONE NODE DISABLED 

Fig. (5.6) !,
üWS the node disabled for the runs tabulated in Tables (5.12) and (5.13) and plotted in 

Figs. (5.7) and (5.8). Ihn AR}\\ routine still faired quite well and the >lÄß4 +MOZ}, + 50% aging helped 

increase throughput (Table 5.15) slightly at high message intensities, but the ARPA + MOD^ performed better 

in this case.  The disabling of one node had a noticeable effect on message throughput, since the disabled node 

would service half of the cross network traffic.   Also, by disabling node 17, it took 3 links with it, resulting in 

a 1/3 reduction of available links for cross net traffic.   All algorithms were adjusted such tiiat node 17 would 

not send or receive messages, but routings that previously routed thru node 17 would have to be adaptive. 

Applying 50%.aging to BA, NR, and SP, aided therr. in ther throughput. Table (5.14), but only slightly in mes- 

sage delay (Table (5.12) and Fig. (5.8)). 
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8 Fig. 5.6 - ARPA Network With 
One Node Disabled 

Fig. 5.7 - Average Message Delay on 19 Node 
Net With One Node Disabled 
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TABLE 5.12 

AVERAGE TIME FOR MESSAGES ON A 19 NODE ARPA NETWORK WITH ONE NODE DISABLED 

N NMSG 3A MR SP BA f 50% NR + sm 5? +50% 

0.053 1 2.85 2.85 3.06 2.85 2.85 3.07 

0.105 2 2.85 2.85 3.60 2.85 2.85 3.25 

0.165 3 2.95 2.95 4.24 2.95 2.95 4.61 

0.211 4 3.15 3.16 4.32 3.15 3.16 5.84 

0.263 5 3.93 3.93 6.40 3.89 3.77 8.26 

0.316 6 5.43 5.43 8.16 5.5 i 5.51 8.17 

0.368 7   • 7.30 7.43 9.,2 7.84 7.84 8.96 

0.421 8 8.70 8.74 8.75 8.68 8.68 9.18 

0.526 10 10.77 10.77 10.18 9.96 9.96 9.76 

TABLE 5.13 

AVERAGE TIME FOR MESSAGES ON A 19 NODE ARPA NETWORK WITH ONE NODE DISABLED 

X. NMSG ARPA MODl + ARPA 
MODl 50% 

+ ARPA 
L                                                                                                                                                                   i 

0.053 ! 2.60 2.60 2.60 

0.105 2 2.78 2.78 278 

0.165 3 2.88 2.88 2.88 

0.211 4 3.11 3.1! 3.09 

0.263 5 3.80 3.80 3.69 

0.316 6 5.07 5.05 5.19 

0.368 7 8.86 9.79 9.77 

0.421 8 9.33 9.68 9.50 

0.526 
! 

10 9.61 I0.2v 10.45 
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TABLE 5.14 

MESSAGE THROUGHPUT FOR A 19 NODE APPA NETWORK WITH ONE NODE DISABLED 

h NMSG BA FA + 50% NR NR + 50% SP SP + 50% 

0.053 1 251(0) 251(0) 251(0) 251(0) 250(1) 251(0) 

0.105 2 443(1) 443(1) 443(0) 443(1) 436(2) 443(2) 

0.165 3 729(0) 729(0) 729(0) 729(0) 686(19) 659(47) 

0.211 4 942(1) 942(1) 942(1) 942(1) 710(152) 705(151) 

0.263 5 1216(0) 1216(0) 1216(0) 1216(0) 716(313) 631(433) 

0.316 6 1418(4) 1425(4) 1418(4) 1425(4) 749(494) 778(460) 

0.368 7 1575(50) 1591(36) 1595(35) 1591(36) 629(793) 594(827) 

0.421 8 1530(203) 1507(191) 1530(203) 1507(191) 626(905) 740(820) 

0.526 10 1364(570) 1411(553) 1364(570) 1411(553) 708(1205) bVH 1150) 

TABLE 5.15 

MESSAGE THROUGHPUT FOR A 19 NODE ARPA NETWORK WITH ONE NODE DISABLED 

1 

NMSG ARPA 
AWA 

MODx 

ARPA 

MOD] + 50% 

0.053 1 250(0) 250(0) 250(0) 

0.105 2 443(0) 443(0) 443(0) 

0.165 3 730(0) 730(0) 730(0) 

0.211 4 942(0) 942(0) 944(0) 

0.263 5 1215(0) 1215(0) 1212(0) 

0.316 6 1432(0) 1430(1) 1425(5) 

0.368 7 1490(123) 1468(110) 1427(137) 

0.421 8 1475(250) 1472(247) 1420(284) 

0.526 10 1277(724) 1320(670) 1345(679) 

SUMMARY OF 19 NODE ARPA NETWORK 

The results of the 19 node ARPA network do not demonstrate the dramatic effects of program modifi- 

cation as in the 8 node network.  The 8-node network was a highly connected one, in addition to being very 

symmetrical in its topology.  As a consequence of network design, it may be staged with some reservation that 

the high connectivity would lend itself lo higher throughput, smaller message delays, and fewer undelivered 

messages, even with some small percentage of ils links disabled. 
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Fhe 19 node ARPA network is not hijjhly connected and appears vulnerable to any disabling of nodes 

and links.  Higher connectivity results in greater overhead cost, hence the ideal topology of N nodes with 

A'(;V • I) links fully duplexed would be very costly.  With the 19 node net structuring, the ARPA routine works 

fairly well and any modifications to it improve it only slightly.  However, the ARPA routine takes a lot of 

updating and bookkeeping, hence, from the standpoint of miminum computer hardware and software it could 

not be viewed as optimum. 

A preliminary conclusion at this juncture would be to state that MOD. with or without the aging aspect 

tends to help any routine thus far studied.   It is further envisioned that a more simpler algorithm than the 

ARPA used in conjunction with MOD. and the aging parameter could yield effective results lur most net 

topologies, as demonstrated by BL + 502.   Backward learning is a rather simplified concept as well as easy to 

implement in software.   !f we allow that simplicity in software implies minimum hardware, then we could assert 

that some routine similar in implementation to BL might have a significant effect on the ARPA network. 

It is noteworthy that a value of 509c for the aging factor, proved to be optimum on both net configurations, 

with and without destruction.   Further, this value of 50% is in keeping with out preliminary predictions in 

Chapter III, that throughput peaked in the vicinity of a priority threshold setting of A' - 50%. 

Chapter VI will compare some numerical computations against some selected simulation data of this 

Chapter.  The comparison will show how the predicted thioughput factor agrees with the simulated data when 

using the optimal value of priority threshold k. 
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VI.   THEORETICAL MODEL 

Communication networks do not lend themselves to tractable mathematical models, particularly when 

the networks are inter-connected.  The store-and-forward procedures of computer communication further com- 

plicates the analysis. When adaptive routing vs. fixed routing is incorporated, the mathematical modeling is 

virtually impossible.  The problem becomes obfuscated even further when finite buffers (queues) are incorporated, 

along with finite limits on channel capacities.  There is in fact no known mathematical analysis to describe a 

physical computer communication network under all loading conditions, 

The only approach to this seemingly insoluble dilemma is by some appropriate mathematical approximations. 

The technique is generally one of analyzing a single node for the parameters of interest and extending the 

anaJysis over the entire set of nodes comprising the network.  The theoretical model then becomes a close 

approximation to actual operating conditiuns within the network. 

6.1     AVERAGE MESSAGE DELAY 

it has been stated in prior chapters that one of the measurement parameters of interest is the average 

message delay.  The average message delay gives an excellent over-view on network performance when viewed 

by the user.   High message delays would discourage users who are attempting to use the system and would 

tend to reduce subscribers in such a system.   For a fixed investment in initial overhead for setting up a com- 

puter network, fewer subscribers would tend to increase the cosf per subscriber to the point of further reducing 

network usage.   Hence, in a real system, the average message delay piays a very important role and could 

directly effect the uetwork utility, or lack of it. 

The average message delay has to be calculated on the basis of whether or not there is some priority 

classification and on the average number of nodes visited. 

6.1!      Average message delay with no f rionties in the system 

The delay experienced by a message has been developed from qucueing theory and can be developed by 

two different theoretical approaches:   one through differential difference equations due to Erlang, and the 

other through integral equations studied by [Lindley 52j.  There is an excellent resume of queueing theory by 

Saaty (SA57) giving most of the formulations generally used in queueing analysis. 

In a single server queue with Poisson arrivals and exponential M;rvking ihe average delay in the steady 

state is given by: 

H^    frP«!)  = —e—,p< 1   . (6.i) 
J ui ID) 
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where 

oo 

and 

«-1 
K*(r)  ^   1 * S [^T)//' ']    ^ ■ (6-3) 

When the service time is arbitrary and the input process is still Poisson, the steady state delay becomes: 

W =  -fi—lHCsM)2]    . (6.4) 
2ii{\-p) 

Where 5 is the standard deviation of the service time, hence for constant servicing, s-o and the average 

delay becomes: 

W =       p (6.5) 
^(1-P) 

it should be noted here that the assumption on service discipline was FCFS, however, when the queue 

discipline is changed, the distribution of waiting times change but not the average waiting time.  One can 

further note from equations (6.1) and (6.5) that the average waiting time is directly effected by the service 

distribution.  The average delay for constant servicing is l/J that for exponential servicing for the same utiliza- 

tion factor p. 

The average delay given by the above formulations are associated with the delay at a single-server or node. 

If we knew the average number Af of nodes visited by a given message, then the total average delay in the system 

of an arbitrary message would be: 

nT   ^   N W. (6.6) 

Equation (6.6) has been further simplified where it is assumed that (he delay is the same at all nodes 

visited and are independent random variables identically distributed. 

6.1.2      Average delay for a two class priority system 

Priority queueing assumes that the class of messages arriving at a given service facility, need special 

handling either within the queue or with their service requirements.  The priority classification can be established 

with some parameter p(I,2,. . . , Ar), where 1 denotes (he class with highest priority and k the lowest.  The 

service discipline will be non-preemptive and FCFS within the priority groups. 
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Cobham (COB54] formulated a generalized equation for finding the expected waiting time for messages 

of each priority level in a single-server (unsaturated) waiting line system.  His equation takes the form: 

oo 

Mfc «      ~\ f AMW/O.cjp.jXl-Op) . (6.7) 

where 

N 

pi = X,./^ and X =^X,   , (6.8) 

1 
k 

= I^/  <   l'0o-0   ' 
1 

Bit)  =  (lA^X^CO   . (6.9) 

0P 

Bit) is the cumulative service time distribution function for the i(1 priority.  Thus for a two clas   priority sys- 

tem (y?=I,2), the average message delay for the priority message becomes: 

H'i   =  ^A'lvV . (6.10) 

where 

•JO 

W0   ~     ~^ / t2dB(t) = average time to complete existing service . 

For the non-priority {p=2) messages, we obtain 

W2   *   ^Ji\-Pi){\-P]-P2) . (6.11) 

When priority assignments are established within the system, such that 

Pik)   - PriDT *km) . (6.12) 

where ;;(A). k. and m arc as defined in Chapter 111, then 

\pik) = X,    . 

and (6.13) 

Mhpik)) s X2 
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The unconditional de'ay becomes: 

W = p{k)Wl   + {\-p(\))W2 (6.14) 

_ ^ r IP(^)P 1 
" i-P L Hx   J 

where 

l-Pj-Pj = 1-p. 

Cole's formulation {(0 71)) has essentially the same form and is given by: 

W =   MfrFS)\l'aXx 1 (6.15) 

where 

x  - a Xj + (1-a) ^ 

and 

WiFCFS)   =   WJ{\-p). 
O' 

For the case where servicing is the same for both classes, i.e., ^^-^2' t^en eclua^ons (6.14) and (6.15) 

reduce to 

W =   W{FCh'S) ^ (6.16) 

since x - x    when i^^-^ xn equation (6.15). 

The average message delay D  cannot be expressed like that for the single class system given by equation 

(6.6), but instead must be given by 

DT  = nWx*mW2    , (6.17) 

where  n = average number of nodes visited as a priority message 
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and 

m « average number of nodes visited as a non-priority message. 

Equation (6.17) assumes messages are independent random variables, identically distributed for a given 

message class.  As with equation (6.6) the average number of nodes visited is also a random variable, wlnse 

distribution has to be determined.  The determination of the distribution function for the number of nodes 

visited by a message within a communication network has not yet been solved. 

6.2 EFFECT OF A HIGH LLUIZATION FACTOR p 

The discussion and analysis up to this point has dealt with steady state formulationb (p < 1). When the 

utilization factor p-M or p > 1, then the system has no steady state solution and the average waiting time 

approaches infinity.  P.M. Morse (M058] has studied the transient case where p > 1 and develops some formu- 

lations for the time-dependent probabilities.  Although there exists a mathematical model for over saturated 

systems (p > I), these formulations are mort esoteric than of practical concern. 

In a real physical communication network the conditions when p > 1 are intolerable from the standpoint 

of prohibitive queueing delays. Although a real system can become over saturated this is generally a short term 

phenomena since users wil! lend to subside when networks are over-loaded resulting in the utilization becoming 

unsaturated again, i.e., p < 1. Thus in the final analysis the transient case is just that, a condition that will not 

persist very long and steady state will be the rule, rather than the exception. 

6.3 EFFECT OF PRIORITY ASSIGNMENT 

The justificulion for priority assignment generally stems I mm desiring to minimize the average message 

delay and maximize the system throughout.  The majority of priority disciplines give high priority to those 

classes with low me^n servicing time.  The proof that such a rule leads to optimality requires the a priori 

arrival and service distributions of each class are known and have stationary statistics. 

The technique employed in this research suggests that the overall performance of the system may be 

improved if a message, after reaching some queueing delay, is given in a non-preemptive priority.  The idea was 

to minimize the queueing delay by an optimal selection of priority threshold p{k).  Where p{k) has been defined 

as 

pik )*Pf{km < / < m), 0 c k < 1   . (6.18) 

where. 

m - maximum allowable message delay. 
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However, it appears at first glance from equation (6.14) thai the average message delay 

,P<1 (6.19) 
1-P  [   1-P!   J 

is invariant to the selection of p(^), equation (6.19) is equation (6.14) repeated for convenience.   Since we 

defined the priority rate as 

X1   = p(*)X , (6.20) 

and when the servicing ♦')! both priority classes are equal 

Then equati-.i (6.19) reduces to 

W 
W = -2- =   W{FCfST) 

1-p 

since 

Xl 
P,   = —  - p{k)\/fi = p{k)p 

There appears to be some contradiction with (6.22) and the results of the simulation given in Chapters IV 

and V tha. show average message delay is 'edrced wh^n priority issignmenvi are initia ed.  The »mutation gives 

the average message delay over the network <»s opposed to an arHitrary node given by (6.17) and (6.19).  The 

missing parameter that makes up for this apparent discrepancy, is the average number of nodes visited.  Note 

in equation (6.17) the random variables n and m rcpsesenting the number of nodes visited by a priority and 

non priority mpssa«^ respectively.  These two random viriabies are the quanf  ies that can not be readi'y assessed 

by analytic mans «md are directly effected by the updating routines that in ium are effected by priority 

assign ment. 

Ihe priority asstghmcl helps to re?<eve conge..ion at the nodes, hence reducing over all queueing del?y. 

The reduction in queueing delay at previously congested nodes change the nrnting of messages and consequently 

the number of nodes visited   The final cffrcl results m a smaller vaiue of avcr2ße message delay DT when viewed 

over 'he entire network.  The adaptive routing process neg^cs mathematical modeling, therefore one can only 

obtain a heuristic analy-J*. 
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6.3.1      Balking and reneging 

Balking is the condition where an arriving message may rot join the queue because of the length of the 

existing queue.  In this study the queues are of finite size, hence balking is attributed to those messages finding 

the queue full.  The utilization factor directly effects balking by fiilmg the queues faster than servicing can dis- 

patch the messages.   For a fin te queue of size N, with Poisson input and exponential servicing, P.M. Morse gives 

the following probability of finding n messages in the queue 

/>n = 

1_ 
■iL_ 

l-PJ A'+l 
Pn,p<\ 

where 

A = queue size 

(6.23) 

The mean number in »he system (in queue and in service) is 

rt I(A'+l)p/V+Av3V+1 
A' 

L   - £ nl-, 
fl=0 (I-PKI-P^1) 

P +P 

I liA'    -i./V0V+2Kp-l) 

AWl/p) 

(p « 1) 

(P -M) 

(P » I) 

(6.24) 

The pjobabiiity of balking becomes: 

I-P 

\-p A^ I 
(6.25) 

The number of ! ;ess<!P,cs finding the queue full i«; heavily dependent on p.   If for a fixed service rate p, 

the message arrival rate X incrv,ascs, then the fraction of messages Mking given by /V. increases rapidly, 

approaching Ml/p) when p is much larger than unity.   Ilius in an over saturated system (p » 1) only (I/p) 

of the messages gel into the system.   Conversely when p <<, 1, the system is being under-utilized and the 

probability of balking approaches zero.   Balking can also be viewed from the piObabilily that the queue is 

empty given by 

/ 

I-P 

_-P 

* + l 
(6.26) 
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From (6.26) one can see that for p « 1 /^ -* 1, hence no balking and for p» I, P0 = l/pN and 

balking is highly probable.  The number of units balking cannot be readily calculated. 

A renege is when a message due to its aging nny expire from the system.  The probability that a message 

will renege is given by 

Pr{DT> MDTmax) =  reneging. (6.27) 

where 

DT =  n Wx + M W2 (see 6.17), 

and 

MDT       is the maximum allowable message delay. max 

When p -* I, the equations for average message delay given by (6.10) and (6.1 i, 0ive very large values for 

W{ and H'2 respectively (these equations are not defined for p ^ 1).  The probability that a message will expire, 

hence renege, becomes very probable as p -*- I.   The numerical number of messages that have expired can be 

approximated from the total messages generauJ per unit time, times PriDj > MDTmgx)-  When the input is 

Pojsson the number of messages reneging per unit time becomes: 

N 
y„   - W>-Wm,vl  ^ X.   , (6.28) 

1=1 

Then y   will he the expiring messages per unit time in a .V node network. 

6.3.2      Throughput factor 0(7.A) 

The utilization factor also directly influences the throughput factor (ptt.k) as defined in section (3.5).   The 

defining equation for the throughput factor given by equation (3.43) show the implicit dependence of 0(/ ') on p. 

Although the equations are for values .    .  < I, if can be readily shown that the throughput factor decreases 

with mere   ing p.   from the basic definition of the throughput factor it is clear that an increasing p. increases 

the percent of undelivered messages v(t.k), hence decreases 00,*).  The influence of p on 0(r,A) is further 

demonstrated in the next section. 

6.4    COMPARISON OF PRtDICTEI) TO SIMULATION RFSULTS 

The compi'ter runs of Chapters (IV) and (V) showed some tendencies to bear out analytic predictions. 

Numerical calculations of average qucueing delay, number of messages balking and reneging ca/.not be readily 

assessed due to the inter-connectivity of computer networks, and to alternate (adaptive) routing procedures. 
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There appears to be an area where the predicted values were to within fractions of a percentage to the 

simulation results for the throughput factor 0(7,*). Table (6.1) shows the computed 0(r,/f) versus the simulated. 

The agreement was very good from almost an unmeasurable difference to within 1.1% for the worst case.  The 

comparison was made with the ex ict values of p and priority k for both cases.  The curves of Fig. (6.1) are a 

plot of the tabulated values of Table (6.1). 

TABLE 6.1 

COMPUTED VS. SIMULATED THROUGHPUT FACTOR <p{t.k) 

— __ , 

% UNDEL. THROUGHPUT % DIFFERENCE 

CASE UTILIZATION PRIORITY MESSAGES FACTOR BETWEEN 

NUMBER FACTOR p k FACTOR 
—   , — 

v(t,k) #'.*) COMPUTED & SIMULA. 

SIMULATED 1 .158 .50 0.0 1.0 No Significa: 

COMPUTED 1 .158 .50 0.26 x 10"6 .9999 Difference 

SIMULATED ■> .316 50 0.0 1.0 No Signi..cant 

COMPUTED ■> .316 .50 0.42 x 10'6 .9999 Difference 

SIMULATED 3 .474 .50 .052 .948 .0007 

COMPUTED 3 .474 .50 .0513 .9487 

SIMULATED 4 .632 .50 .079 .921 .011 

COMPUTED 4 .632 .50 .068 .932 

SIMULATED 5 .790 .50 .203 .797 .008 

COMPUTED 5 .790 .50 .195 .805 

The simulated data comes from the ARPA run using Backward learning plus f 0'-' aging (BL+5u%), and these 

ire lahulated In Table v? of Chapter V,   The computed data refers to theoretical calculations obtained from Eqs 

(.' 42). (3.43), and (3.44) and is associated with the 3-node network of Chapter 111.   A judicious choice of X,' and 

>,' in K| (3.44) created the same loading effects in the computed (theoretical) 3-node net as the 19 node simulated 

net, even though the two networks had different message volumes for the same value of p. 
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Figure 6.1 - Computed Vs. Simulated Throughput Factor tfU.A) 

It 's also instructive that the percent of undelivered messages v{ttk) is analogous to the percent of messages 

reneging in ;he system.  Thus there is a way to get a reasonable prediction of the percentage of messages that 

will be undelivered for some selected values of p.  The actual predicted throughput i//(f) for any network loading 

can be toughly approximated by th** following (where the input is Poisson). 

where 

w) = y] \T (6.29) 

(  1 

\i - rate per node/unit time , 

T = total time increment , 

N = total number of nodes in network. 

In an a"tual network one could not readily find the various values of ^ and these would have to be 

approximated by appropriate assumptions regarding network loading and average servicing rate. 
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VII.   SUMMARY AND CONCLUSIONS 

7.1 SUMMARY 

Several techniques for adaptive routing algorithms in a specific class of networks have been examined.  In 

particular, it has been demonstrated by simulation how some relatively simple add-ons to already existing adaptive 

routines could decrease the average message delay and increase throughput in the selected networks.  A further 

objec;'ve of this study was to assess the effects of priority assignment to messages that had reached some speci- 

fied aging u vshoid and note the effects of such priority assignments on network performance.  The perfor 

mance measure? considered were a"erage message delay, throughput, and number of messages undelivered. 

A historical review of communication networks was given in Chapter I. Chapter II dealt with determinis- 

tic and stochastic routing strategies and a brief overview of how they operate.    Il was asserted in Chapter III 

that there was a general lack of kno'vledge of system specifications that renders extensive analysis of store-and- 

forward networks to ae essentially intractable.  However, a measurement parameter called the throughput fac- 

tor 4{t,k) wai introduced.  Tins parameter could be optimized in terms of the select,on of the priority thresh- 

old k    The closed form solution for 4{i,k) was made on a 3-node network and it was envisio^d that this analy- 

sis could be extended to predict performance on some specific interconnected network.  The problem of finite 

buffers, network interconnections, and adaptive routing makes exact analysis intractable. 

Chapters IV and V dealt with the simulation study on an 8 node and 19-node network nvspectively.  The 

simulation was to test the performance of some selected algorithms along with the modifications suggested by 

this study, and note how the algorithms faired when there was no network damage and then with Ink and node 

failures.   The 8-riode highly connected network was a preliminary run with the rout'.ig algorithms and the 19- 

node AK, A net was an attempt to verify the consistency of the algorithms on a larger net topology. 

Finally. Chapter VI was a comparison of predicted performance with actual simulated results.  This com- 

parison of the analytic with the simulated can be only viewed as cursory due to the limitations of the mathe- 

niafical modeling. 

7.2 CONCLUSIONS 

The technique of using last node visited (LNV) and an aging parameter for priority selection can be viewed 

as an asynchronous, stochastic routing algorithm.  When the network is lightly loaded and there are no link or 

node outages, then the minimum path algorithms would work rather well.  When the network gets congested 

ai some node or nodes and traffic intensity becomes heavy, the adaptive louting algorithms suggested In this 

paper attempt to unblock the system and keep average message delay ?i a minimum and throughput at a maxi- 

mum.  Ifencc, there appeared to be a significant improvement over all routing algorithms when MOD^ and 50% 

aging was applied to them.  It is noteworthy that the 50% thir:hold value was the optimum setting in the simu- 

lation and corresponded closely to the prciicfcd value. 
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There are a couple of caveats that should be stressed at this point.  First, although Chapter VI showed a 

very dose comparison (within 1%) of the predicted throughput factor <i{t,k) with that of the simulated data of 

Chapter V, it cannot be considered conclusive. The predicted 4it,k) was made on a net topology where the 

sverige path length did not correspond to that of the simulated networks.  However, by a judicious choice of 

input messape rates Xj' an^ ^i ' '* was possible to create the same net loading effects thus giving some very 

close comparisons between prrdieted and simulated throughput factor. 

The second area of caution deals with the appearance that backward learning (BL) can outperform the 

ARPA routine, as demonstrated in Chapter V.  Both ARPA and BL inquire about nodes and links via nearest 

neighbor.   BL does this inquiry by incoming messages, hence, under heavy loading it gets current information. 

ARPA works better at lightly loaded nets using nearest neighbor information, and at higher traffic intensities 

its updating is slightly delayed; also, it adds to the net loading with its inquiries.  However, the BL routine 

cannot adjust effectively to nodes o»- 'inks being restored and its updating techniques generally yield inadequate 

or even misleading table delay values.  The tendency to "ping-pong" is very probable when using BL techiiiques. 

The ARPA routine is both synchronous and asynchronous in that it updates every Vi second, but also if there 

have been link or node changes. 

In either case, it appears that adding the asynchronous technique o( MODl and/or 50% aging, all the 

selected algorithms performed better and in some cases (Chapter IV) the effects were dramatic. 

7.3    FUTURE WORK 

It appears that additional simulation techniques are desirable to further evaluate routing algorithms on 

store-and-forward systems.  The technique of asynchronous updating or adaptation should be further explored, 

since such techniques minimize network loading by minimizing traffic inquiries about the state of the system. 

The p.oblem of analytic modeling still needs to be addressed to obtain a closer approximation of predicted 

performance to simulation results.  Mot only is there the apparent limitation of the mathematics but also the 

normal lack of complete knowledge of the system specifications on which to use such analysis. 

The area of an adjustable threshold might also prove enlightening.  The technique in this st^idy was to 

select an optimal value of Jc for all p <   I.  It would be interesting to see how selecting k based on the actual 

message intensity would effect average message delay and throughput. 
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APPENDIX A 

QUEUEING THEORY AND FORMULATIONS 

A.l    QUEUEING THEORY 

A queue, or a waiting line, involves items arriving at some service facility and their subsequent wait to be 

served.  The items in the queue may be people, vehicles, commodities, or almost an> thing that joins a waiting 

line for the purpose of being served; there are almost unlimited specifications for the server. 

The principal elements of a queue are the inputs, waiting line, and the service facility; thus the statistics 

of a queue are associated with the fluctuations of these three elements.  The ratio of the rate of input (X) and 

the departure rate (pt) has been generally defined as utilization factor p = XZ/LI , and it's this factor that directly 

affects the size (length, total number, etc.) of a given queue.  Optimizing any system of queues depends directly 

on minimizing congestion at the node points where queues develop. 

In a sturc-and-forward communication network the subject of queueing must be addressed to handle con- 

gestion at the nodes within the network.  Messages u\ communication nets are sent from node i to some node 

/ (7 */) via some intermediate nodes k{k = 0, I   2  . . ., A") and it's the congestion at the intermediate nodes k, 

where queueing occurs and adds to the average message delay,  The source nodes /, destination nodes/, and 

intermediate nodes k are all random variables generally from a Poisson distribution.  The problem of adequate 

waiting room within the queue is important, especially when the queue size is finite. 

The queueing problem for nets is usually concerned with knowing the input distribution, the queue üis- 

ciplme (e.g., random, ordered, or priority selection for serv^ing), and the service-time distribution to determine 

the desired measures o» effectiveness.   For problems dealing with finite queue length, one must also determine 

the probability of balking (not joining the queue).   !n addition, due to time limitations imposed on the mes- 

sage's stay in the system, one must determire the probability of abandoning the queue (reneging) after joining 

it due to exceeding the imposed aging limit. 

Hie literature on queues is very extensive and Saaty |SAol | lists over 900 references and develops many 

other specifications for describing various forms of (he queueing process; Syski (SY60] has over 400 references 

on queueing and congestion theory.  Morse JM058] and Cox [COX61) are other texts useful for the engineering 

development, and faiswal [JA68] treats exclusively the subject of priority queues.   The above mentioned ref- 

erences are more than adequate to find a very diversified treatment ot the queueing process. 

The queueing model generally used for a network is the single exponential channel.   Thus one can get 

the Jliaracteristic behavior of a large class of more complicated systems when the following are assumed. 

1.      The interamval times are Poisson-distributed with an average arrival rate of X messages per unit 

time. 
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2. The message lengths are exponentially distributed witli an average length of l//i bits per message. 

3. Queue discipline is first-come first-served with infirte stoiage capacity. 

4. There is one channel available for transmission. 

With the above assumptions, and with the abundance of available literature on the single exponential 

channel ((M058]and [SA61}, the following steady state statistics can be readily found: 

a. Pr [n messages in the system] = (1 - p)^, p < 1 . (A.l) 
p 

b. t{n) = expected value of number of messages in the system = • 
1 1'p 

c. T- average time message spends in the system = —(- . . 

d. Pr [more than n messages in the system] = p       . 

e. Fr [total time message spent in system > /] = e  *~P*^ 

The above quantities are derived with the aid of the birth-death process and resulting forward and back- 

ward equations, and assuming the existence of a limiting distribution for Pnit), such that 

UmPnit) = Pn    , (A.2) 
/-►QO 

and further that the limiting disiributton is such that 

(A.3) 

The above mentioned process is Markovian and the techniques for solving them are well covered in the 

literature [Feller 57 and Kendall 51); the use of Little's [L161 j equation allows for a quick calculation of the 

expected time a message spends in a qucueing system (in a conservative system).   Little proved that in a con- 

servative system (i.e., messages are neither created or destroyed) the following is always true: 

«-XT', (A.4) 

where 

and 

n = expected number of messages in a qucueing system 

T '-- expected time they spend in the system 

X ^ average arrival rate 
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Thus from Eq. (A.l), item b, 

£*(«) = « = 20 nPn = -i-
P— . p < 1 , (A.5) 

and from the definition of utilization factor p 

P s X/M , (A.6) 

we can find the average time T from Little's equation 

T=ulx=£   -J-=±_L-      , (A.7) 
X   (i-p)      ^    (]- p) 

which is given by item c.  The formulations just presented were for a Markovian M/M/l system with infinite 

queueing room, where both arrival and service are Markovian. 

A.2   IMBEDDED MARKOV (HAIN 

The system under consideration in this study is a M/G/1 system.  This type of system employs a general 

service time distribution ani' the memory less property no longer exists; hence, the employment of the birth- 

death process is no longer valid.   The notion of an imbedded Markov chain is due to D. G. Kendall [KE51&53] 

and was introduced by him so thai non .»iarkovian processes could be studied by extracting a set o{ regenera- 

tion points for which the Markov property holds.   In a M/G/1 system, the set otdeparture instants from ser- 

vice is an extremely convenient set of regeneration points.  Thus, if we specify the number of mim9Z~* left 

behind (in the queue) by a departing message (one already served), we can calculate the same quantity at some 

point in the future given only additional inputs to the system.  The concept or technique of the imbedded 

Markov chain will allow analysis for our priority queueing system. 

A3   POLLACXBKKHINTCHINE FORMULA 

The average number of queueing customers (those customers waiting in the queue) left behind by a 

departing customer is given by the Follac/ek-Khintchinc formula 

p2 + \2var (t) 
'•;I'/J"P+ (A.8) 

2(1 -P) 

Once we know the variance of the service lime /   from its given distribution, the average number of 

messages in the queue can be detemnned.  We must note that the above average '^as been taken over instants 

just following departures and thus does not include what's presently bemg serviced. 
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To obtain the average waiting time v/e can follow the argument presented by Saaty [SA61] who argued 

as follows:   If we write ^H^] for the average waiting time in the queue (not including service), X(£'[H/] +1/^1 

is the expected number of arrivals during the total waiting plus service of one message; i.e., its stay in the sys- 

tem.   But this must be just the number in the system immediately after its departure; namely E[q]. Hence 

p2 + X2 varit)        iq 
w 2X (1 - p) X 

We can obtain equation (A.9) by direct application of Little's equation and substituting X//J for p, then 

FAq\        1        p + Xp var{i) 
IV   =r=   -;      =        +   ----^ —   - (A. 10) 

q X p 2p(l-p) 

where 

and 

^ = r . 

Both equation (A.9) and (A. 10) have the same reduced form and state that the average total time spent 

in the system is the average time spent in the service plus the average time spent in the queue.  There are num- 

erous other statistical parameters that can be assessed in a queucing problem such as length of a busy period, 

unfinished work, probability of being idle, etc.  The list can get quite lengthy, but for the purpose of thi« .tudy 

we have limited our attention to what has been previously stated.  Our main concern is minimufn average mes- 

sage delay and maximum throughput with minimum hardware and software investment.  We should further state 

that this minimum average message delay should be realized from a real-time system and thus some further con- 

straints must be employed when analytical modeling is employed.  The problem of priority assignment to mes- 

sages in the system must be dealt with, along with some type of parameterization to optimize the queueing 

assignment.   The aggregate collection of nodes, links, buffer size, queueing (with and without priorities) and 

network topology must somehow be systematically developed and assessed »o get maximum utilizalion out of a 

communication network with minimum overhead.   The inteiplay of the network comoonents and lack of some 

systematic analytical analysis makes for a very formidable problem. 

A.4   WAITING TIML DISTRIBUTION 

The waiting time distribution for the non-priority, single-server queue will be used to establish the priority 

assignment for all messages; i.e., prio'-Scs are established ci/'ogenously.   Messages are given a priority if their 

wait in the system (rueue) is longer than s'^me preselected time T, and this priority threshold T is the same for 



Pr jwait in Q > T\ = \ -  i  dW{t) = priority assignment , 

T 
dWit) = the Stieltjes integral , (A.l I) 
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all messages. Thus, the probability of jwait in Q > T] establishes priority, and 

T 

where 

X 
and 

W{t) = waiting time distribution for non-priority messages   . 

The waiting-time distribution W(t) for the non-priority, single-server queue can be obtained from the 

Pollaczek-Khintchine formula 

1 -p 
W{s) =      , (AJ 2) 

where 

ß(s)=     I  e-st  t/Ä(7) = the Laplace-Stielties transform of the service-time distribution, 

and 

Bit) = service-time distribution 

liquation (A. 12) has been derived by many authors (e.g., R, CF. Miller [MI60], L. Takacs (TA55j, and 

Riordan (RI62] as being the steady state solution for a single class queue with Poisson arrivals (X) and general 

service distribution B{().  Thus for a constant service-time distribution 

fl, /> 1//J /A n\ 

the derivative of/?(/) becomes a Dirac delta function of the form 

dB{t) = Ht- \/ii)dt, (A.14) 

hence 

and 

I' 0(.v)=    /   e~st 6(\ - \/n)dt = i~s^ 

I - P 
Wis)*        • (A. 15) 

I - X/.vfl - e~s^] 
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The inverse of W{s) as shov/n by Riordan [RIj and to have been cal ulated by A. K. Erland in 1909 (Ref. 

E. Brockmeyer et al, 1948) is given by 

E         „   (Xt- \n)n -x (-If  ^ _Le*t-n* , (AJ6) 
n ! 

«=0 

where 

[ßt] = least whole integer , 

and 

ß= 1 

in this investigation. 

A.5   CALCULATION OF THROUGHPUT FACTOR 0(a) 

The throughput factor is expressed by 

0(a) = ! - vU.k) . (A.17) 

where 

via) = (((x2V2)f(a) + x/5(a)))/(x2
,/2 + x,'). 

The solution of v(t.k) is given in terms of r(t,k) and S{t,k).  From Fig. (3.2) we defined r{ttk) as the prob- 

ability that a message with source S and destination D is undelivered and S(t,k) is the probability that a message 

with source M and destination D is undelivered.   Then r{r,k) is the sum of the following mutually exclusive 

independent events: 

rit.k) '-■ g(m) + (1 - X2')PiA ) + p{k)P{B) + u(k)P{c) , (A.18) 

and 

where 

S{f,k) = PiA), 

g<m) - Prit > m) = probability that a message with source S and destination D, expires before it 
reaches node M. 

(' - A-Z^/l) ^ the joint probability that a message finds the queue empty at S and expires at D. 

p{k)P(B) =   the joint probability that a message belongs to a priority class and expires at D. 

u(k)P{C) =  the joint probability that a non-priority message wi'h time on it expires at D. 
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We should note that when dealing with a single class system, //j(0 = /^(O for P2 - 0 and pi = 0 respec- 

tively. The distribution functions H^t) and /^(O are given by Eqs. (3.1) and (3.3), denoting priority and non- 

priority distributions respectively. 

Unless otherwise noted, it has been assumed that the average service rates are unity and given by 

^ = ^=^ = 1 (A.19) 

and hence 

p = X, Pj - h^, and Pi = ^2  • 

The three probabilities P(A), P{B), and P(0 have been defined as the conditional probability of some 

event >', given the event that the observed value of X is equal to x, denoted in symbols by P{Y\X = x). Where 

the event Y and the random variable X are both defined on the same probability space [PARZEN 62]. 

From a knowledge of P(Y\X = x) one may obtain P{Y) by the following Stieljes integral formulas; 

f P(Y\X-x)äFx{x) 

f>{Y) =    (    f P{Y\X = xYx {x)dx (A.20) 

^iPiA\X = x)px{x)t 

over all x such that p  (or) > 0 rx 

in which the last two equations hold if A'  is respectively continuous or discrete.  The solution to P{A) and P{B) 

are as given in the text; however, P{C) needs lurther clarification.  P{C) is the probability that a message that 

had to wait at node S (Fig, 3.2) is undelivered at D. 

oo 

P(C) = Pr{T>m) * J p3(ndFT (t) (A.21) 

where 

T - T^ + 7'-^ = total time spent in system 

T. = time ^pent at node S  ) 
!      =        random variables asFumed to be independent . 

T1 - time spent at node D ) 
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Pi{t) = Pr{T>m\Tl =/) 

= Pr{Tx + T2>m\Tl = t) 

= Pr{T2 > m - f | Tj = 0 

and due to the independence of Fj and r2 

/>3(r) = /V(r2 > m - f), (A.22) 

also 

0,t > km 

fj, W = {   C1 " V^'0^2'5 r / [^f(^'(1*X2') m)l. otherwise 

0,/ < 0. 

Then by application of the distribution function for non-priority messages giveT) by H^it) in tq. (3.3) we 

obtain: 

P2 (t) = P—^ f*"1-» + -^ / c-A7 JfotT-^ir-aJIrir - a)dr, for p2 a p.   . 3 p - Pj 2tr  ^ v    ^ 

where 

a = (p- P^O- P)/P, 

a. =(J-v'rP1)
2 . (A.23) 

02=0 +A)2. 

Then 

km 

o 

=    (1: V)         fm e-(l-X2'). ( ^'^^m-n^lZlt1  /(r^lrfi . 
(1 - p-(,-X2\m) o P- P, 2rr ii 

where 

f{r) = e ^ /(Qj - r) (r - öj) / r(r - Q) . (A.24) 
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Let 

A:i«(l-X2')/(l-e*(1-X2')*m)l (A.25) 

then 

PiQ'K^-i—^)* 
P   " pl  }e-OLm     km 

o 
<k.2(>2) 

km ,        OU 

^(-L^)    ^      e"-h» f   mdrdl 
ai 

anc 

forp2 > p. 

Am a2 

/»(O«/:^---)      /      .-dV)'     /    /(r)JrJ/ (A.26b) 
^ o '«, 

02 forpz <p1 

We define /j and I2 as follows: 

2 ^^ 
P   - Pi       _ 

'xdt 
!r-^~~)^ fe"-hL*); 

7 „(mi . 

(A.27) 

!2=Kl(   2^1    '<l'**H   I   /<'><"" 
(A.2«) 

, km ,     «2  
= /:, (--^) J   ^»^ »fet'-'ifa - r)(r-V/ [r(r-a))^ , 

o al 

and reversing the order of integration /2 becomes: 

L_^)    r v   7    A    -LL \\-e<i:K2'r)km]dr (A.29) 
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The solution to Eq. (A.29) can best be handled by numerical techniques using Simpson's rule (see {Krylov 

62]. pp 94).  Thus we can express P{Q as: 

i/j +/2 ,forp2> pj 

0<*<1. (A.30) 

I2 ,forp2<p1 , 

When it » 0, /j = /j = 0, hence P{C) = 0.  From Eq. (3.33) when k = l,P{B) " 0, since the limits on the 

integral become equa. 
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APPENDIX B 

ADAPTIVE ROUTING PROGRAM FOR COMPUTER SIMULA HON 

The computer simulation for adaptive routing was initially run on a DDP-24 small general purpose 

computer built by Computer Control Company (SC's). A CDC-3800 was used for a more expanded look 

at thf effectiveness of the selected algorithms. 

The framework for the program was set up from the RAND program of Boehm and Mobley [B066] 

and was extensively modified to allow for all the adaptive routing techniques addressed in this study. The 

RAND program originally had no queueuig (buffers) or PAL (Preassigned Links), hence messages were 

generated such that the network had a constant loading.  Without buffers, the messages generated had a 

dependency on the current status oi the system; therefore message volume (MV) would not generate the 

same total number of messages.  Incorporating the buffers at each node helped to establish a common 

basis for comparing the selected routing algoritlims.   Finally, the RAND program had to use the "Hot- 

Po'.aio" technique -.ince there was no queueing. 

B.l    FLOW DIAGRAM OF ADAPTIVH ROUTINE 

The How diagram for the simulation routine is given in Figs. (B.la) and (B.lb). The program assumes 

that the network topology and minimum delay tables arc alreaoy on magnetic tape.  There were two pro- 

grams used in this study, RANSIM and ARPSLM.  Their difference was only in the m?uner of updating 

and type of doctrine used (NDOCT).  The Fortran listing of the ARPSIM program is given in (B.2). After 

some prescribed running time T, the program prints out the iollowing: 

1. Total messages 

2. Undelivered messages, numbers that arc too old 

3. Number of messages finding queue full 

4. Delivered messages 

5. Average time for message in network 

6. Total number of messages handled by network, and 

7. Tabulation of routing tables. 

The RANSIM program had enough flexibility to try various updating strategies such as backwards 

learning, negative reinforcement, etc., with different combination;; of routing procedures.  Both programs 

could incorporate options for priority assignment of messages, servicing of queues, and a tag on the 

message to indicate last node visited, last two nodes visited, etc. 
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READ NETWORK 

TOPOLOGY 

G> 
SET 

PARAMETERS 
FOR 

SIMULATION 

& 

OPTION TO 
DESTROY LINKS 

AND NODES 

CALCULATE 
INITIAL 

DELAY TABLES 

SET TIME 

T - -MDTHAX 

TRANSMIT OVER 
AVAILABLE LINKS 
MESSAGES IN 

QUEUE 

COMPUTE Ni NUMBER 
OF ARRIVALS AT EACH NODE 

i AT TIME T 

Fig. Bla - Flow Diagram of Program Routine 
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GENERATE Nj 
RANDOM 

MESSAGES 
AT EACH NODE 1 

LOAD MESSAGES 
INTO QUEUES 
AT NODES 

CHECK FOR LINKS 
SENDING MESSAGES 
AND REDUCE THEIR 
TRANSMISSION 
TIMES BY MDT 

AT DESTINATION 
NODE, TERMINATE 

MESSAGE 

DO BOOKKEEPING 

MOVE MESSAGES TO MAIN 
STORAGE OF QUEUES IN 

RECEIVING NODE 

D 

0- 
INCREMENT TIME T, UPDATE 

TABLES WHEN NECESSARY, CHECK 
FOR MAXIMUM NUMBER OF 

MESSAGES OR MAXIMUM TIME 

F;ig. Bib      Mow Diagram of Program Routine 
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B.2   PROGRAM ARPSIM 

COMMON I WORK ( i9tlV) ,i\L( 19) .LN( iVtt) 
COMMON LüT{iy»6)iLlüUVt6)» iROUTtm tNRtMi 19 ) 
COMMON IWKITt(21f30)iIKTl(1V»2»19) 
COMMON IWARKI 1V.19) »IQ(I9i3ü)•NLREM(19) 
COMMON MfcSGH^) »NM( 19) •lPMTH(19»&0)#NQt I9i6) 
COMMON/BLKl/AA(19»10)fA(19) 
NN.AX=19 
NLMAX=6 
MAXMSO=bO 
RtwINü 2 
CALL RANFGtT(6) 

2 CONTINUL 
READ i60fl9ü2) (A(I)tI=li NMAX) 
CALL RSTART 
CALL RANf-SETiS) 
READ(60»1901) MV»MTFtMDTMAX»MDT»KPLFtKPCL»MINÜtNDELT»NDOCTtINDPRMf 

i IMIX.MMMX 
IF IMDT.tO.O) OU Tu 170 
REAülöOtlVül) NTKY »LOOPiMTC»htbPER11 UP 
M£SPtR=MESPEK*MDTMAX/iOO 
READ (60i1901) NMM 
WRITE(61.19&Ü) LiNCtNQOCT 
WkITt(61»lcJ62) MViMTFfiNDT-'-iAX.MDTekPLFtKPCLtMlNDtNDELTtlMlX 
wR i T L (61 »190^ ) (A( J ) # I«1 | NMAX) 

i IF (UN IT. 2) 3»lt)0 
1^0 RtAü (2) LINC»NL »LN»LüT »L lb» 1 AAKN. 

4 IF I UNIT»2) 4»160 
160 REWIND 2 

NLF = ü 
NCL = w 
DO 4 30 1 = 1 »NMAX 
IF {NL(1).EU.u) bu TU 430 
NLF=NLF*1 
DO A2ü J=1»NLMAX 
IF (LlD( I »J).tü.l , NCL = NCL+1 

42 0 CONTINUE 
430 CONT INUE 

NCL=NCL/2 
R«-ANF(-1) 
ARN^R 
AARNSAKN 
MLF=(NLF*(10C-KPLF)+&0)/10U 
MCL= (NCL*( 100-KPCL)+i)0)/100 
NPOS=0 
NPOSA=0 
MRATE=0 
NÜELT1=NÜELT 
MRtC=0 
MIXR=Ü 
MX = 0 
MY»0 
MZ = 0 
NZ = 0 
DO bOb   1=1. NMAX 
NM( U=0 
DO büö J=l» NLMAX 

500 NÜ( i •J)=0 
DO bOb   J-l$   MAXMSU 
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lülIfJ)=0 
505 IPATH(IfJ)«0 

KLFs/MLF-MLr 
IF ULr.LE.O) GO TO 530 
DO 520 I«lf KLf 
N-NLF-M-l 
R«RANF(-1) 
KILL=MIN0(N»J^       iAMN)+l«n 
N"0 
DO 510 J^ P   u 
IF INL(JULE»0) üÜ TU 510 
N"N+i 
IF IN.LT.KILL) GO TO 510 
NL( J)=-(NL( J) 
GO TO 520 

510 CONTINUE 
520 CONTINUE 
530 DO 58ü 1=1t NMAX 

IF (NL(I)•GE.U) GO TO 5 80 
N«-NL(I) 
DO b7u J-l. N 
LfiLN(I .J)/100ü00 
K«MOD(LN(I»J)»100) 
LID(IfJ)=-LID(I iJ) 

570 LID{L»K)=-LlO(LfK) 
5Ö0 CONTINUE 

KCL-NCL-MCL 
IF (KCL.LE.O) GO TO 711 
DO 710 Uit KCL 
KCLI=2»(NCL-I+1) 
R«RANFC-1) 
KILL=MIN0(KCLI#INT(K*FLÜAT(KCLI )+ 1• ) ) 
DO 69ü J=l» NMAX 
NLN=IAbS(NL(J)) 
IF (NLN.EQ.O) GO TO 690 
DO 6ÖQ <sl» NLN 
IF (Liü(J.K)«NL.I) 00 TO 680 
K. ILL = KILL-1 
IF (KILL.GT.O) GO TO 6b0 
LIDIJ»K)«-LID(J»K) 
L«LN(J»K)/100000 
N«MOD(LN(JfK)»100) 
LlO(L»N)=-LID(L»N) 
GO TO 595 

680 CONTINUE 
6V0 CONTINUL 
6V5 CONTINUE 
710 CONTINUE 
711 DO 720 1=1» NMAX 

NLREM(I)=0 
IF (NL( i ULE*Ü) GO TU 720 
DO 718 J=I»NLMA:: 
IF    (LID{ I »J) •LO.l)   NLktMU )=.*Li<L..( n+l 

718   CONTINUE 
IF    (NLKEM(I).EU«0)   NL(I)=-ML(I) 

720   CONTINUE 
MCL = u 
MLF=u 
DO   725    1=1»NMAX 
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IF  (NU I ).LE»0)  Gü TO 725 
MLF=MLF+I 

DO 72^ J=1»NLMAX 
IF    (LlOt I »JUEQtlJ    MCL=MCL+1 

724 CONTINUE 
725 CONTINUE 

DO 729 iBltNMAX 
IF (NL(I).LE.Ü) GO TO 729 
DO 727 J-1»NMAX 
iRTUJiit n«o 
IRTI(J.2»I>-0 
IF U#EC I.OR.NL{J).LE#0) GO TO 727 
DC 726 K«lfNLMAX 
IR=lK+2)/3 
L«LN( I tK)/100O00 
IF (L.tQ.G) GO TO 9000 
IRTKJf IKf n«MlN0( IWARK( J.LJ+LDTC i »K) »999 )+10CÜ» IR I li J»IR»I ) 
GO TO 726 

90u0 IRTIiJ»iKtI)=999+1000«IKT1(JtiKtl) 
726 CONTINUE 
727 CONTINUE 
729 CONTINUE 

CALL IDEAL 
WRITL(61»1800> 
DO 7115 I=1»NMAX 
IF INL(I).LE.Ü) GO TO 7113 
K-0 

DO 7110 J=1»NLMAX 
IF iLlD( I .J) .NE#1) GO TO 7110 
K = K + 1 
I'WRI TUK»! )=LN( I »J)/100000 

7110 CONTINUE 
WHlTE(6i»18Ül) I•(I«RiTE(J#iJ• J=l» Ki 

7115 CONTlNut 
18u0 FORMAT (12H NODE  LINKS) 
18J1 FORMAT (1H •I3t4X»30I3) 

MTa-MDTMAX 
7295 DO 810 1=1» NMAX 

NLN = NL( I ) 
DO 310 J=l» NLN 
If- ( iU(i »J)/lüO.EU.O) GO TO 810 
101 I»J) = IU( I»J)-MDT*iOO 

c i0 CONTINUE 
LRNsMDT.'-.AX + MT 
DO 88u 11=1t NMAX 
NLN = NLU I ) 
IF (MLN.LE.C) GO Tu 880 
DO 8 70 JRNal» NLN 
J = .'-,1Uü ( LRN+JRN»NLN ) + 1 
IF ( iü( I I »J) «LU.O) (JO 10 8 7U 
IF ( lu{ i I*J)/lüü.NL.0 ) GO TU 8 70 
lül i i tJ)=0 
KK=LN{ I I»JJ/lüOOOO 
JJ«MAXHSG+MOD(LN(iI»JJ»100»-NUKK) 
LsN'ODIIu ♦JJ)/lüOu0OO0O0»i0f  )+l 
MESGU 3)-    JU(IU{KK»JJ)/100Wü»100ü) 

I«KK. 
Ih     ( L«LU. I )    C^U    TU    828 
II-    (MEbGK 3) .LTtMUTMAX)    Gu   Tu   h50 
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826 IF (MULEaO) GO TO 82? 
MY-MY+1 
GC TO 829 

828 IF (MT.LE.O) CO TU 827 
MRtC=MHtC^l 
MIXR»MIXR+1 
MRATtBMKATE-H 
MZ«MZ+MtSGI(3) 

829 MX»MX^1 
IF ( iQ(KIC»JJ)/100üOCOOOOOO.LQ*2) NPOS»NPO$+l 

827 CONTlNUt 
NO< i I »JUfMGM II fcJ)-l 
IU(KK.JJ)=0 
IF    (MT.LL.O)   00   10   Ö4U 
IF    (MÜO(MXf ijv.lx) .Nt.O)    UO   To   84U 

830 NP05A=NP0SA+NP0S 
WRITE(61,1961) MXtMRfC.NPOSAflMlXtMlXR»NPOb»Ml 
NP05=C 
MIXR=Ü 
IF (MX.OftMMAX) 00 TO 930 

840 CONTINOt 
GO   TO   070 

8b0   NLiN = NL( I ) 
00    Tba    I 11 = 11   MTRY 
MM«32 7f>8 
KOOT^. 
DO   7b3   k=l»   NLN 
IR=(K   J'/3 
IKX-t*> "luD(K-l»3) 
AARN = -.1' 0 t AARN+«3I1« J 
IROOTLi i i-tAU'0(  iRTi <L» IR» I » / lUÜÜ»* iKÄtlüüü )+NU « i «K) 
IF (NN.L: • TKOOTt(1) i GU 10 7b3 
IF (LlÜ(I#<}*NL«1) 00 TO 7b3 
IF (II l.LO.li 00 TO 75b 
IF ( I I I .OL«2«A,1.. ^'.^( I t^)/louuuu»tu«NL ) Ou i^ 7b3 
IF ( 11 1 •Gfc.-3«AHD»LiMl I IN) / iwuuüw»tw»M.k.) 0^ i^ 7b3 

75b CONTINOL 
IF (NN.LO. IküJTL { 1) ... tL.AARn.L I »»b ) OU 10 7b3 
NNalROUTEJl) 
K0OT=K 

7b3 CONTINUE 
IF (KOUT»Eü«0) GO TO 826 
IF (LOOP.EO.Q) GO TO 766 
DO 76b lK=lf LOOP 
KLL = LM I »K0UT)/1000ÜC 
IF    (KvL»t:vj«KLL)    GU   Tu   Vcb 
IF ( KLL.Eü.MUU( IPATH{ I »JJ)/IUI^^UN-I ) » loi) ) Gu lo 7b6 

76b CONTINUE 
GO TO 766 

7b6 CONTINUE 
IF (I I UEQ» ' ) KL-KLL 
IF (III.EQ .NTRY) GO TO 826 

7^ CONTlNUt 
76 6 DO 8 73 K=lf   NhN 

KL«K+NLN 
IF ( Iu(K*»KL)•NE.O) GO (0 873 
I0(KK. »KU^lOUKf JJ)/100*10ü+KOUT 
IO(KK«JJ)«0 
NO(KKtKOUT)«NO(KK fKOUT) +1 
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NQ( I 1»J)=NQ( II»J)-! 
IPATh(Mcv,KL ) = ifJATh(KK»JJ ) 
GO   TO   ti70 

873   CÜNTiNUL 
Iü( II tJ !-*iuC*MDT + : 
Mt SGI (3)=lv,lNÜ(i-.UD( 1Q(KK»JJ)/1UOUÜ»1UÜÜ)+MOI »999) 
IQ{KK»JJ) = IÜ{KKf JJJ + lCOOO^C.'.tSGI ( 3)-.'-;üü( Iü(KK»JJ) /10üUU»10Uü ) ) 

870   CÜNTlNUh 
8Ö0   CUiNTlNUt 

DU   7bu   JJ=lt   <^,Ax 
IF    t(\L ( J.'J «LL-Ü )    ou    lu    fifU 
K=HANP(-1) 
CALL   POlS<R»JJfNMSG) 
AHiNsK 
AAR.(\ = R 
IF (NMiGiEQtül Gü Tu 750 
MtSGlid)=JJ 
ÜO 7^i i=lf NMSG 
R=KANF(-1) 
N«MLF-1 
IF    (MIND«NE»0)   NLFBI\LF-1 
N»NtINü(Nt INTIH*FLÜAT (.ND+l. ) ) 
Du   7^t>   J = l»   NMAX 
IF    ( J.tü.MtSGl (2 ) )    GO   TO   7413 
IF    (NL(J).GT«ö)    i\ = \\-l 
IF    (NL< J) •LTtOeAND«Kl/\D»iNLtU)   ^-t^-l 
IF {,\.LL.O) GO TO 7^7 

T*b   CÜNTiNUc 
747 MESGI(1)=J 

N«KtSGi(2) 
7^5   NL(\ = NL(M) 

DC   Ibi    ll*lthK;A 
tA*NLf\+l I 
IF    ( iuUoM) •UL.O)    GÜ    iU    7bi 
IPMTn{,\i|.-) BMLSGI (2) 
iLiNtMJ s100w&oÜüüü*J+lUUUUlul*Mti>GI t 2 ) «"lulwyuulwl 
If-    ( i /. o i< K ( N t j ) • i\ L • 3 2 7 6 ö J    i o v N »M i ^ i u i r J i r. j t-S ü uuu w ü u uw wu 
NLN = NL IM 
NN«32768 
DO   7b2   K-lt   NLN 
IK=(K+2}/3 
IkX^^-.-'.OütK-l» 3 ) 
AARNSAIVIÜD(AAHN+«3 t i • ) 
IkOUTLi 1 )=N'OÜ( IHTI (JtiK»N)/lüUÜ**lKA»lüüü)+NüiN»K.) 
IF    (NN.LT.IKOUTt(1))    GO   TC      J2 

IF    ( LlÜ(iN»K ) .i.L«! )    üu    lu   7   .. 
IF ( NN.LO. IHOUTL i 1 ) •AM>,AAH,t.L I • «5 > Gü 10 752 
NN»IROüTt(l) 
K:üüT=K 

7^2 CONTlNUt 
IC-{ NfN'.)»IU(N»M) /lOO^lÜü + i^uuT 
NCHNfKüüT ) «.NÜiNiKOJ i )+l 
GO   TO   741 

751   CONTINJL 
IF    (MT«GT.O|   NZ«N2+l+NMSü-I 
GO   TO   7bO 

74i   CONTINUL 
7b0   CONTINUL 

AARN=AMOu(AAKN + K»l. ) 
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DO   881    1=1«   NMAX 
IF    (NLHLMI I ) •LL.O)    ÜÜ    IU   ödi 
MLM-NU 1 ) 
DO   ö8^   K=l»   NLN 
IP    ( iv-l i »KJ .i\L.Q)   CJU   TU   bb^ 
Du   doi   J = l,   (Sihi-. 
JJ = J+(HL.\ 

IF    (MODt IU{ I tJJ) tlOC) »Lt-.K.]   üÜ   lu   bb^ 
883   COMINUt. 

GC   TO   b82 
Q6U   IF    (MTL.LU.Q)    Uu   Tu   oV^ 

NiNsNL N+NI'MM 

DO   891   KL-JJ»i\i\ 
if-  (KUü( ion IKL) iioo)«NL.K) UU I^ bvi 
IF    (Müü( IU« I »KL )/iü0ÜO»iO0u) •LT.iV.t.bPLK)    Uu   lu   bVl 
JJ = KL 
GÜ   TO   b92 

391   CüiMTINüt 
8V2   KüUT=K, 

IQ    I ItK)=iOO*LUT(I IK> + 1 

Kr. = Li\( I 9K ) / lüwÜÜO 
Ll. = MUU(LN( I »k) ilOü) 
NiNsMAX.MbG-NLCh«M)4-LL 
MtSGl(3)sMINülMÜD«Iü(I.Jj)/1ÜÜ00t1ÜÜÜ)+LDIIMMtLL)»999) 
IPATM{MM,r;r, ) = lOl*MQu( IPATn( i »JJ) »104060^01 ) + I 
Iu( Mf-ifiNN ) = Iül I ♦ JJ ) / lOOüOOOv-^ lUüüUUUJ+lUU*I*MM-lUl + lt;uuU«MLC)G 1(3) 
K ( i « J J ) = 0 

bob   CuMiNUL 
ÖÖZ   CONTINUL 
bbb   K. = iMLf«i 

N(Ns.Nr-iM+i-.LiN 
JJ=NLN+1 
DO   88 7   J=JJ»NN 
If- ( I0( i »J) .EU»0)    GÜ   TO   887 
rt'oQi ( 3)=MIN0(MÜÜ( IU( I »J) /1UÜÜ0»100Ü)+MDT »999 ) 

888   K*K+i 
IPMTMC i fK. J aiKrtTn( i »j^ 
IU( I»K) = iU( i # J J /lÜüwUUUU* i.v,.uwUüUU+f.ti}Gi v3)*l uwüü+i'lüU« luv I »J) »iuüüj 

1) 
IFIJ.L^.K)    GO   TO   88 7 
I U { 1 »J » - C 

8b 7   CüNTliNüL 
881   CONTlNUt 

IF    (MT.LTtO)   uu.ru   92 5 
IF    (NüLLTI.GT.C'    uu   Tu   9^2 
fxDLL I I=iSDELT 

921 WHITL (61»19b^) MT#MKHTL 
MKATL^O 

922 CONTI^Ut 
NDELTI"NDtLTi-MüT 

Vib   CONTlNUt 
IF (MT«Gt»MTF) Gu lu 9 3U 
MT»MT+MüT 
IF (MOü(MT»r.üT,-iAX/^) .UL.O) UU lu 729t? 
IF (NJuCT.EÜ.ü) oU TU /2VtJ 
DO 113 i=lf NMAX 
DO 112 J=l» NMAX 
IWAR»C< I .J) = 32768 
DO 112 K=lt NLMAX 
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If7   (LlDUfKlcNt.l)   GO  TO   112 
IK«U"»-2)/3 
IRX«2-MOOCK-l»3) 
IROUTE(l)=MO0(IRTIiJ»IR»I)/lÜOO*^IKX»1000^NÜM ItK) 
!F   (IROUTE(l).LT.rw^RK{IiJ)I    IWARK(I•J)=IROUTE(1) 

112 CONTINUE 
113 IWARKdiUsO 

DO 124 1*1f   NMAX 
DO 124 J=lt NMAX 
iRTI(J»lfI)«0 
IRTI(J»2»I)'0 
DO 124 K=l# NLMAX 
IR=(K+2)/3 
IF {LID( I»K).NE.l) GO TO 12i> 
LSLN(I •K)/100000 
IRTlUt iRt I ) = 1000*IRTI( JilR»I '♦•MI NO (LOT« I »K »+ 1 WARi; ( L • J / ♦IDP»999 ) 
GO TO 124 

12^ IRTI {Jt IRt I )=1000*iKTI UtlRf I ^999 
124 CONTINUt 

GO TO 7295 
930 CONTINUE 

AMZ = FLOAT(MZ)/FU)AT<MR£C) 
9bü   M=MOÜ(MXfInlX) 

NPOSAaNPOSA+NPOS 
WH I T 11 6 111961) MX »HREC »NPUSA»MiHIXR tNPUÜ tMT 
WRirEt6ltl952) MX f <v Y »Mi? t C f AMZ 
WRITL(61»1952) N2 
IF ( IN0PRM.EÜ.0) GO TO 99b 
NROW=NMAV«-2 
DO 9bb   I«It NPOW 
DO 9bb J=lt30 

9bb   I. . ITECItJ)«0 
N«0 
DO 990 I «I»NMAX 
IF (NLKCMU ) •Lti»0) GO TO 972 
N=N+2 
l''RITEil»N-l»=I 
M=2 
DO 95 7 JsltNMAX 
F (HLKLMIJ).LL.O) GO TU 957 

I'l^ri+l 

IWR1TE(M»N)«J 
95 7 CONTINUE 

DO 97u J»l»NLMAX 
IF (LlD(I»J)»NE«1) GO TO 970 
N"N + i 

lWRITE(2»N)=LNn »J)/100000 
1R={J+2)/3 
IRX=2-MÜÜ(J-1»3J 
DO '.bO   K = i» NMMX 
IF tNLr<EMlK)«LL»0) ou TU 96C 
KK^KK+l 
IWRITL<KK.NJ=MOü(IRTItK»IK»i)/lO00**lRX•1000) 

960 CONTINUE 
970 CONTINUE 
972 IF ( ULT#NMAX.ANü«N+t\LRtM(I+l)+2«ELi30) GU TO 990 

WRlTr :o:.l96ü) ( (Ii'.R I TE ( J »K ) »^B 1 • 30)»J=i» KK) 
N^C 
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DO 980 J=li NROW 
00 980 K«lf30 

9Ü0 lWRITfc(J»K)«0 
990 CONTINUE 
V95 CONTINUE 

GO TO I 
170 STOP 

19U1 FORMAT (1^16) 
.1902 FORMAT(12F6«3) 
1802 FORMAT (10112) 
19b0 FORMAT (IHl•1ÜX>ISHLINK^CONFIGURATlONtI 8»SXtSHDOCTRINE#18) 
19t)2 FORMAT '\7H0TOTAL MESSAGES «=18/17HOUNDEL IVERED    ■ I 8/17H0DELIVERE 

ID      «i3/17H0AVEKAGE TIME   «KB.2) 
19^ FORMAT {lXfI6f30H MESSAGES FÜUNÜ THE QUEUE FULL ) 
19b5 FORMAT (3H0T=»I6f5X»12riMESSAGES/üTs:»l6/) 
1960 FORMAT (1H0»30X114HR0UTING TABLES//(30 I 4)) 
1961 FORMAT (21H0TÜTAL MSGS EXPIRED « I S> 15X»16hT0TAL MSGS DLV «I5»5XtlOH 

IPOSSlbLt =I5/21H OF LAST I5t5X»16H MSGS DLV «I5»5 
2X»10HPOJSIPLE =I5/4H T «15) 

1962 FORMAT (7H0MV l4»5Xf6HMTF U.5X»6HMDTMAXI4»5X»6HMDT l4f5Xt6 
IHKSPLF  l4t5Xf6HKPCL  l4/7ri MIND  14 »ÖX »6riNÜELT U»5X»6hlMlX  U) 
ENP 

SUBROUTINE R5TART 
COMMON/BLK1/AA{19»10) »/s ( 19) 
NMAX=19 
DO   2üU   Ul>   NMAX 
AA( I ♦l)=tXP(-A(I) ) 
T = AA( i »1) 
DO   20U   J=2fl0 
TJ^J-1 
T=T»A(I)/TJ 

200   AA( I »J)=AAI I tJ-D+T 
RfTURN 
END 

SUBROUTINE PuiS (RtliNMSG) 
COMMON/öLKl/AA(19»10)»A(19) 
DO 2o0 J=1.10 
IF (R.LT.AA(I.J)) GO TU 100 

200 CONTINUE 
NMSG^IO 
RETURN 

100 NMSG=J-1 
RETURN 
END 

SUBROUTINE IDtAL 
COMMON IWURKUVtlV) »NL ' 1 9 ) »LN ( i v »6 ) 
COMMON LDT( 19»6) »LIU ,'.y»6) t I ROUTE« A) iNREM(19) 
DIMENSION NCa9) 
NMA: -19 
DO ^wü 1=1»NMAX 
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DO   20  J=1»NMAX 
IW0RK(i#J)«32768 
• CU)=0 

Zv  CONTlNUt, 
IF   (NUIUU»OI   GO   TO  500 
NODt=I 
IDT--U 

50  CONTINUE 
N»NL(NOÜt) 
DO   100   J«1»N 
IF   tLlO(NODEtJ).N£»l)   GO   TO   100 
L«LN(NODEtJ)/100000 
IWORK(1»L)«MIN0(I WORK(IfU »LUTiNOüdtJ) + IDT) 

1U0  CONTINUE 
NC(NODt)ri 
IÜT=32768 
DO   200   J=l»   NMAX 
IF    ( (N-(J) •/.£-.0)«UK. ( iWUK^t i »J) .EÜ.3276Ö) )üü   TU   200 
IF   ( IWUKKC f JUGT.IüT)   GO   TU   200 
N00t=J 
I0T=IWORf' 1 ItJ) 

2U0  CONTINUE 
IF   { IDT.NE.32768)   GO   TO   50 
I WORK(I»1)«0 

500 CONTINUE 
RETURN 
END 
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B.3   EXPLANATION OF VARIABLES 

Suppose we are given a communication network 7} with nodes   i j , links Iftikl where Sik is the 

kth link out of node / and tik is the time to transmit along the ^th link out of node i.  Each node is 

assumed to have a storage area for messages and the assumption i* made that if there is a link of length 

/.. from nod; / to node /, then there is also a similar link from node / to node i. 

The program ARPSIM was designed to run a simulation of the above communication network, with 

and without damage under several methods of routing procedures. To aid in the understanding of this 

program, the following list of variables is given. 

miAX 

NLAfAX 

IWORK{/.J) 

NLif) 

LN{I.K) 

LDT'J. K) 

NRtM(l) 

NLREM{I) 

iwRimij) 

NMM 

MAXMSG 

MV 

MZ 

NZ 

AMZ 

MT 

/RT/iJ./R,l) 

- maximum number of nodes in tfu- undamaged network 

- maximum number of links which can come out of any node 

- minimum path length from node J to node J 

- number of links out of node / in undamaged network 

= 100000 V + L where / is the end node of the Ä'lh link out of node / and the 

backward link is the Lth link out of node J 

- the length of the A'th link out of node / 

- number of links out of node / in the undamaged network 

- r.uinber of links out of node / in the damaged network, in particular if 

NLREM{1) < 0, node / is isolated 

- is used for outputting data only 

- number of storage locations in each queue available for messages waiting to be 

transmitted 

- NMM + 2*NLMAX 

- percent of network loading.  The number of messages generated in each time 

interval is equal to MK* (number of links in network)/100 (used only for 

constant input) 

number of delivered messages 

number of generated messages finding the storage queue full 

number of messages it was possible to deliver 

- accumulated simulation time 

contains the routing tables from node / to node 7, in particular the time to go 

from node / to node ./ using the K    link out of node / is given by (/RTI{J,IR, 

/)/I00 • • IRX), modulo 100 where IRX = ^ - KmucH and IR = (A' + 2)/3 
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IQ{I, 50) the storage queue for node /.   IQ{I, 50) contains three parts 

(Part \)      for A' = 1, . . ., MM AX, IQ{I, K) = 100V + 1 indicates the status of the 

K    link out of node /.   If IQ(I, K) ^ 0 tiie link is busy. J is the remaining 

time required to complete transmission of the message. 

(Part 11)     for A' = NLMAX + \tNLMAX + NMM, IQ{I. A") is the stornge area for 

messages waiting to be transmitted; if IQ{I, A") - 0 this space is empty. 

'Part III)    for A = 50 - NLMAX + 1, . . ., 50, IQil, K) contains the message being 

transmitted from the node L = LN(I. A;/100000 along link number LNfl, K) 

mod[00 to node /.   \i IQ(J, Kj = 0, ther. is no message being transmitted 

along this link. 

IPAT/HI. K) contains the past history of the message presently at 1Q{1. A').  IQ(I, K)l\\**IRX 

modulo 10 is the (IRX + 1) previous node visited. 

Ail) le average number of messages arriving at node / dunnr, a time interval 

The actual message M being transmitted is the following: 

MmodlO2 + 1 

MmodlO1 + 1 

A//102 modulo 102 + I 

Af'103 modulo 103 

1//107 modulo 1Ü2 + 1 

.V/109modulo 1Ü2 + . 

A//I01,modulo 10 

is the present node of the message M if the message is in Part III of the 

queue or has not been placed in the queue 

contains the number link over which the message will be transmitted if 

the message is on Part II of the queue 

is the last node visited by the message 

is the time the message has been in the network 

is the source node of the message 

is the destination node of the message 

if this is even, message is deliverable; if odd, undelivcrable 

if this is greater th^n 1 the next node, the message is going to is the 

sapip as the lait n ' le visited 

MTl' maximum Simulation time 

MDTMAX warm-up time for the system; maximum time a message can remain in the network 

before being considered unu'.'livcrable 

MDT length of simulation time unit, must divide LD7\/,K) evenly for all nodes / and 

links K 

KPLF percent of nodes to be disabled 

KPCL percent of links to be disabled 
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MIND 

NDELT 

NDOCT 

INDPRM 

MM AX 

LOOP 

NTRY 

MTC 

MESPER 

MY 

a»- indicator to determine whethe: or not generalr- messages can have disabled nodes 

a« jfstinations.  H MIND = 0, we can use inopemle nodes as destinations, if MIND 

- 1  we cannot. 

time increment between summary prints 

indicates the method of routing table updating to be used.  If NDOCT 

RANSIM AliPSIM 

= 0   i. > updating 

# C   apdate every MDT^^ 

= 1    no updating 

= 2    backwards learning 

= 3    negative reinforcement 

= 4    superposition of (2) and (3) 

= 5    bi-adaptive 

= 6    dynamic programming 

indicator for printing routing matrices.   \f INDPR*' ~ 1 we print matrices; if INDPRM 

= 0 we do not. 

maximum number of messages to be delivered before simulation is stopped 

number of previous noHes that a message will have remembered visiting 

number of links out of a node that a message will try in order to find a node differ- 

ent from a previous node; it the search is unsuccessful the message is considered 

undeliverable 

indicate.- as to whether or not old messages should be given a priority; if MTC = 0 

no priority is given, if MTC = 1 a priority is given 

on input pe-ceiit 0^ ^^MAV which determines when a message is old; later it is 

changed to the age when a message is considered old 

total number of messages handled by network 

number of undelivered messages 

SUBROUTINES 

RSTART - initializes laiidom number generator 

RANDOM - generates a random number in [0., .999] 

IDEAL - calculates for a given communication network the minim-im path lengths between 

nodes 
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B4.1 SIMULATION RUNS FOR THE DDP-24 (No Destruction of Networks) 

The following list comprises the various routing algorithms used on the DDP-24 computer. All runs were 

made on an 8-iioJe network with 40 links fully duplexed and no network damage. Runs were made for identi- 

cal net load) igs under the following constraint-. 

1. Messages were generated from a uniform distribution 

2. Single destination for each message; all destinations equally likely 

3. Finite storage ».«picity at each node 

4. Defections from the system were allowed as network loading increased 

5. All messages were of equal length 

6. Servicing was on a first-come-first-served basis (FCFS) 

7. Service distribution was a constant 

8. Perfect transmission and reception assumed 

The program algorithms are defined along with their abbreviations as follows: 

a. Dynamic programming (DY) 

b. Basic program, no updating (NU) 

c. Backward learning (BL) 

d. Negative reinforcement (NR) 

e. Superposition of BL and NR, where BL can increase or decrease table entries (SP) 

f. Last M nodes visited (LMNV) 

g. Best three (output) links (BTL) 

h.      The combination of LMNV and BTL will be further defined as (MOD^) where M = number of 

past nodes visited 

i.       Aging parameter (X% aging on queue) 

Table Bl lists the computer runs for the 8-ncde network configuration (see Fig. 4.1). 



TABLE Bl 

COMPUTER RUNS ON AN 8 NODE 40 LINK NETWORK WITH NO DESTRUCTION 
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1- NU 

2. BL 

3. Nk 

4. SP 

5. BA 

6. NU, LNV. BTL 

7. NU, L3NV, BTL 

8. NU. LSNV, BTL 

9. FL, LNV, BTL 

10. BL, L3NV, BTL 

11. BL, LSNV. BTL 

12. NU, LNV, BTL, lOvT aging 

13. NU, LNV, BTL, 50% aging 

14. NU. LNV, BTL, 75% agwg 

15. BL, LNV, BTL, 10% aging 

16. BL, LNV, BTL, 50% aging 

17. BL, LNV, BTL, 75% aging 

18. BL, L3NV. BTL, 10% aging 

19. BL, L3NV, BTL, 50% aging 

20. BL, L3NV, BTL. 75% aging 

21. iPJ>A, DP=0 

22. ARPA, HP = o, LNV, BTL. 50' 

B4.2 SIMULATIO:' RUNS FOR THE DDP-24 (With 50% Destruction on Links, No Node Damage) 

The algorithms listed in Table B2 were run on the 8 network of section Bl with 50% link de^ruction (see 

Fig. 4.2).  The definitions of the algorithms and constraints were identical with section B4.1. 

TABLE B2 

COMPUTER RUNS ON AN 8-NODE NETWORK WITH 50% LINK DESCRUCTION 

1. DY 

2. NU 

3. BL 

4. NR 

5. SP 

6. BA 

7. NU, LNV. BTL 

8. NU. L3NV. BTL 

9. NU. LSNV, BTL 

10. BL. LNV, BTL 

n. BL, L3NV, BTL 

12. BL, LSNV, BTL 

13. BA, LNV, BTL 

14. BA, L3NV, BTL 

15. BA, LSNV, BTL 

* DP = a bias term  hat is , 

16. NU, LNV BTL, 10% (aging 

on que) 

17. NU, LNV, BTL, 5m 

18. NU, LNV, BTL, 75% 

19. BL, LNV, BTL, 10% 

20. BL, LNV, BTL, 50% 

?1. BL,LNV, BTL. 75% 

22. BA, BTL, 10% 

23. BA, BTL, 50% 

24. BA, BTL, 75% 

25. ARPA, NU 

26. ARPA (standard with updating) 

27. ARP*,LNV, BTL, 50% 

28. ARPA, DP* = 1 

29. ARPA, DP = 1, LNV, BTL, 50% 

= a bias term  hat is added to the routing delays to prevent looping 
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APPENDIX C 

SIMULATION ON THE CDC 3800 

C.I    SIMULATION RUNS FOR THE CDC 3800 (Nr Destruction of Network} 

All runs were made for identical network mesiage intensities on a 19 Node ARPA Network.  The algorithm 

abbreviations and program constraints are the same a. given in Appendix B. 

Runs C2.1 and C2.2 were made with messages generated from a uniform distribution.   Runs C2.3 and 

C2.4 were made with Poisson input distributions, such that the average message rate per node was \..  The 

total message rate into the network per time was 19 X^. (when all 19 nodes were operable). 

The periodic updating (PUD) was employed on some of the runs to make the ARPA routine conform more 

closely to its present configuration and a bias term of DP=2 was used. 

After some preliminary runs were made to see the extent of link or node destruction that could be used 

without disconnecting the network these percentages were used for setting up Tables C2.3 and C2.4,  The 

message intensities were also adjusted to prevent net saturation for any given set of runs. 

TABLtC2.1 

COMPUTER RUNS ON THE 19 NODE ARPA NET WITH UNIFORM 

MESSAGE INPUT DISTRIBUTION 

1. NU 

2. BL 

3. NU, 507r aging on queue 

4. NU. LNV, BTL, 50% aging 

5. ARPA, NU 

6. ARPA, DP=3 

7. ARPA, DP=0, 50% aging 

8. ARPA, DP=3, 50% aging 

9. ARPR, LNV. DP=J, 50% aging 
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TABLE C2.2 

COMPUTER RUNS ON THE 19 NODE ARPA NET WITH POISSON 

MESSAGE INPUT DISTRIBUTION 

1. NU 

2. BL 

3. NU, 50% aging 

4. NU, LNV, STL, 50% aging 

5. ARPA,NU, DP=0 

6. ARPA, DP=3 

7. ARPA, DP=0, 50% aging 

8. ARPA, DP=3, 50% aging 

9. ARPA, LNV, DP=3, 50% aging 

10     ARPA, LNV, BTL, DP=3, 40% aging 

11. ARPA, LNV, BTL, DP=3, 60% aging 

12. ARPA, PUD, LNV. BTL, DP=3, 50% aging 

TABLE C2.3 

COMPUTER RUNS ON 19 NODE ARPA NET WITH 10% LINK DESFRUCTION 

(POISSON INPUT DISTRIBUTION) 

1. DY 

2. BA 

3. BA, LNV. BTL, 50% aging 

4. DY, LNV, BTL, 50% aging 

5. ARPA 

6. ARPA, 509? aging 

7. ARPA, LNV. BTL. 50% aging 

TABLE C2.4 

COMPUTER RUNS ON 19 NODE ARPA NET WITH ! NODE DISABLED 

(POISSON INPUT DISTRIBUTION) 

1. ARPA. DP=2, PUD 

2. ARPA, DP=2, PUD, 509? aging 

3. ARPA, DP-2, PUD, LNV. BTL, 50% aging 
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